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Less than $0.3/GB

Significant improvements on Flash 
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100x lower latency 

5,000x higher throughput  
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SSDs are virtualized and shared in data centers  
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Flash-based SSD: A Black Box 

Write ReadRead/write interferences cause long (3x) tail latency! 
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Plane-level parallelism is constrained 

as each chip contains only one address buffer
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Flash blocks wear out at different rate with different workload 
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Channel migration takes 15 minutes, once per 19 days

Overall performance drops only for 0.04% of all the time
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Assume there are N channels,

wear imbalance target: 1+x

after K rounds of cycling:

Wear Imbalance = (MK + M)/(MK + M/N) = (K + 1)/(K + 1/N) ≤ (1 + x)

K ≥ (N – 1 – x) / (Nx)

If N = 16, x = 0.1, then K = 9, which means after swap NK = 148 times,

we can guarantee the wear imbalance is bounded in 1.1

For an SSD with 5 years lifetime, swap once per 12 days 

can guarantee the channels are well balanced for worst case
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16 KB page size
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Channel migration takes 15 minutes, once per 19 days 

Overall performance drops only for 0.04% of all the time
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2.6x reduction on tail latency

Near-ideal SSD lifetime

Swap once per 19 days
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