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Abstract

Action-oriented perception provides an alter-
native to traditional high-level image understand-
ing for the roboticist. By channeling sensory per-
ception directly to motor behaviors (sensor fis-
sion) without mediating global representations
rapid response is ensured. Forcing sensor fu-
sion to be conducted within the context of mo-
tor needs reduces computational demand and en-
hances parallelism. Utilizing the correct visual
algorithm to support motor action at the correct
time (temporal coordination or sensor fashion)
provides robust performance over wide ranges of
activity. In this paper we describe the philoso-
phy of action-oriented perception for the roboti-
cist and discuss the different dimensions in which
it may be effectively used.

1. Introduction

The traditional approach to computer vision
and the processing of other related sensor modal-
ities has more often than not ignored the fact
that perceptual needs are predicated upon the
motivational and behavioral requirements of the
consuming agent. This has lead to a wealth of
literature on perceptual processing which serves
as little more than academic curiosities: i.e., so-
lutions looking for problems. Although much of
this work can serve as a useful pastime for re-
searchers and provide for glitzy demonstrations
to impress the uninitiated, the resulting contri-
butions over the past 30 or so years have not yet
produced robust intelligent robotic perception.

Certainly scapegoats can be found: computer
architectures were too primitive, neuroscientists
have not provided an adequate understanding of
human vision, etc. It is our contention, however,
that the means were not at fault, but rather the
desired ends. The fundamental problem of treat-
ing perception as an isolated phenomena is a very
serious one and brings into question whether the
“general vision” problem is really a problem at
all, but rather an artifact of misguided research.

What is needed is a shift towards a new (or
rather rediscovered) paradigm: viewing percep-
tion as a supportive (and hence subservient) pro-
cess of action. More accurately, a duality exists:
where perception directly supports action we will
use the term action-oriented (or task-driven) per-
ception; and where action directly supports per-
ception we will use the term active perception.
Nonetheless, even active perception in principle
is a subset of action-oriented perception, as its
ultimate goals serve also to provide support for
acting within the world. Although important,
we will not describe the work in active percep-
tion here (the reader is referred to [8] - see also
animate vision [7]). In either case, action and
perception are inseparable.

We will discuss in this paper the inherent ad-
vantages of action-oriented perception as a means
for robotic control and provide an analysis of the
dimensions in which perception can be utilized to
support motor action in the context of time and
space. This discussion will center on three re-
lated yet different methods: sensory channeling
(sensor fission), sensor fusion within the chan-
nels, and temporal coordination (sensor fashion).
Behavior-based robotics (reactive control) pro-



vides a basis for the implementation of this para-
digm within intelligent robotic systems.

We first review the work upon which this phi-
losophy is built and the framework within which
our ideas are tested. What sensor fission, fusion,
and fashion have to offer the roboticist is pre-
sented in Section 3 with a discussion of the ap-
propriate role of representational knowledge or
models. A summary and conclusions completes
the paper.

2. Background

2.1 Perception as Communication

Consider that the world is trying to tell us
something, if only we knew how to listen. Sensing
can thus be viewed as a form of communication
- where information flows from the environment
to the attending agent. Obviously, if we don’t
know what to attend to we will have a hard, if
not impossible, time discerning the messages that
the world is providing. The world is telling us
something if only we pay attention. Where and
how our attentional and perceptual resources are
directed depends strongly upon our motivation
or intentional state.

The ethological literature is replete with ex-
amples of sensed information providing cues for
evoking behavior (e.g., [19,20]). Indeed, evolu-
tion has provided biological agents with highly
tuned apparatae to efficiently “pick-up” the in-
formation necessary to carry out useful actions.
Looming and prey detectors [13] for guiding vi-
sual response in the frog are good examples.

In recognition behavior, we find that some
agents are capable of discerning things others
simply cannot (e.g., intra-species recognition a-
mong birds [12]). Perceptual cues that are nec-
essary for the survival and routine functioning of
an organism are extracted cheaply and efficiently
from the environment while irrelevant informa-
tion is not processed at all (i.e., it’s not even dis-
carded - pick-up never occurs). In other words,

these agents have evolved mechanisms that en-
able efficient communication with the salient fea-
tures of the world (salient in the context of that
agent’s needs). The implications are that we
need to have our robotic agents attend to what is
necessary in the context of their (not our) needs.
Depending on their internal conditions, motiva-
tional state (plans), and sensory limitations we
can develop algorithms that provide useful and
focussed information for these actors.

2.2 Action-oriented Perception

Action-oriented perception is not a new con-
cept. It has roots in both cybernetics [2] and cog-
nitive psychology [17]. The underlying principle
is that perception is predicated upon the needs of
action: only the information that is germane for a
particular task needs to be extracted from the en-
vironment. The world is viewed in different ways
based upon the agent’s intentions. In short, per-
ception is conducted on a need to know basis. (A
more detailed discussion of action-oriented per-
ception appears in [3]).

The ramifications of this philosophy should be
readily apparent for the designer of a robotic sys-
tem. In general, there is no point to constructing
full scale scene interpretation and three dimen-
sional world reconstruction. Why bother? All
that needs to be done is to identify the necessary
perceptual cues to support motor action and the
job is done. Much of the inherent difficulty in
the general vision problem vanishes, as there is
no need to perform such a complex and arduous
task.

In order to effectively use action-oriented per-
ception we must have some technique that pro-
vides a tight coupling between motor control and
perception. The relatively new discipline of be-
havior-based robotics affords us just such a mech-
anism.



2.3 Behavior-based Robotics

It is not the intent of this paper to present a
wide-ranging overview of behavior-based robotic
systems (reactive control). Suffice it to say there

are many examples of these systems (e.g., [1,4,9,18]).

This relatively new approach to robotics provides
an effective means for coupling perception to ac-
tion in the context of motor needs. Some of the
characteristics of this approach include:

e Tasks are typically decomposed into a col-
lection of primitive behaviors.

o Global representations are generally avoided.

e Sensor decoupling is preferred over global
sensor fusion.

o It is well situated for dynamic changes in
the world.

e It has produced effective robotic demon-
strations in dynamic worlds [4,10].

The divisions within this school of thought
are largely based upon the use of world knowl-
edge, control strategies (concurrent or arbitra-
tion), and other related issues. What is impor-
tant to note, however, is that they all share a con-
text for constraining perceptual input by provid-
ing perceptual specifications that are contingent
upon specific motor requirements (the behavior
itself). This framework is highly appropriate for
developing action-oriented perception techniques
along the lines developed in Section 3 below.

In our work, we have used motor and per-
ceptual schemas as a means for encapsulating
and representing motor actions and perceptual
strategies. This approach has been strongly mo-
tivated by neuroscientific, cognitive, and etho-
logical studies and is discussed in detail in [4].
For the purposes of this paper, we must recog-
nize that motor schemas provide the specifica-
tions for a perceptual process: i.e., what must be
discerned from environmental sensing and per-
haps constraining where it may be located, of-
ten bootstrapped by expectations from either a

priori models or previous sensing. Focus of at-
tention mechanisms play a role in directing the
perceptual process as to where to look while ex-
pectations provide clues (e.g., models) as to what
the appearance of the event being sought is. The
how aspect is captured by the perceptual schema,
a perceptual process geared to provide sensory
information that is relevant to a particular task,
not some arbitrary modeling or interpretation
process. The particular configuration of motor
and perceptual schemas is configured prior to ac-
tual execution by a higher level planner [5].

3. Dimensions of Action-oriented
Perception

The ways in which perceptual strategies can
be arrayed relative to the motor behaviors con-
stitutes the dimensions of action-oriented percep-
tion (Figure 1). The three approaches we are
exploring are described below.

3.1 Connecting Relevant Perception

to Appropriate Action: Sensor
Fission

Rodney Brooks was the first to coin the term
sensor fission. By this we mean the channeling
of sensory information directly to an appropri-
ate motor action without the construction of an
intervening representation. Sensory channeling
(fission) is in strong agreement with the princi-
ples of action-oriented perception, tying together
in an immediate way the perception of the en-
vironment and a response. This form of sensor
management is closely related to the stimulus-
response (behaviorist) view of the world. No ab-
stractions (percepts) are required and informa-
tion is used locally.

In our research we have developed many dif-
ferent types of sensory algorithms that fit into
this category. They include:

e Ultrasonic and visual obstacle avoidance



Figure 1: Dimensions of Action-Oriented Per-
ception

a) Sensor fission - Multiple independent motor
schemas, each with its own perceptual schemaf(s).
b) Sensor fusion - Multiple perceptual sub-
schemas support a perceptual schema within the
context of a single motor schema.

c) Sensor fashion - Multiple perceptual schemas
are sequenced in the context of a single motor
schema.

Visual Road following

o Model-based target recognition
¢ Motion detection

e Others

The partitioning of the objects in the world
into equivalence classes is based upon the needs
of a motor action: obstacle or non-obstacle, road
or non-road; landmark or anything else; moving
object or stationary. The perceptual task directs
the correct sensory processing to the consuming
motor behavior. By splitting (fissioning) these
tasks we obtain the ability to execute them in
parallel on separate processors thus enhancing
the computational performance.

Additionally there is inherent flexibility by
configuring the perceptual tasks to meet the robot’s
current motor needs. Instead of creating an om-
niscient universal representation that can sup-
port any conceivable robotic requirement, the task
is greatly simplified by eliminating any common
intervening representations.

We actually soften the seemingly strict avoid-
ance of representational constructs over some other
approaches (e.g., [11]). We do not advocate the
use of global representations (e.g., those that pro-
vide information without regard for motor needs),
but do encourage the formation of local percepts
defined within the context of a motor behavior.
This approach is discussed below for sensor fu-
sion within action-oriented perception and is im-
plemented through the use of perceptual schemas
and subschemas.

3.2 Sensor Fusion in Action-oriented
Perception

The traditional role of sensor fusion has been
to take multiple sources of information, fuse them
into a single global representation, and then rea-
son over that representation for the purposes of
acting. As described previously, this methodol-
ogy is inherently inefficient. Of course we can-
not ignore the fact that multiple sources of in-
formation can significantly enhance the way in



which an agent acts within the world. We advo-
cate, however, that sensory reports be fused only
within the context of motor action and not into
some abstract all-purpose global representation.

In our schema-based methodology, perceptual
schemas that are used for fusion purposes yield
percepts that are directly related to the needs of
a motor behavior. These perceptual schemas are
supported by perceptual subschemas which feed
their parent the direct sensor information from
each source. The parent perceptual schema com-
bines this information using uncertainty manage-
ment techniques [15] to produce a percept and a
measure of its belief to be used within the motor
schema itself.

These perceptual schema/subschema arrays
are configured prior to execution, based on the
needs of the motor action, during the investiga-
tory phase of the fusion process. The performa-
tory phase of sensor fusion is analogous to the ex-
ecution aspects of reactive control and proceeds
without hierarchical supervision. A unique con-
trol scheme [14] has been developed to provide
error recovery capabilities in light of potential
sensor failures or uncertain readings. The ap-
proach and results of this work are described in
more detail in a companion paper submitted to
this conference [16].

3.3 Temporal Coordination of
Perceptual Algorithms - Sen-
sor Fashion

It is entirely possible, and in many instances
highly desirable, to have more than one percep-
tual algorithm associated with a single motor be-
havior at different stages during its activation.
We are currently developing a methodology that
facilitates the control of these perceptual algo-
rithms over time. In a sense, we are addressing
the issue of when it is time appropriate, or fash-
ionable, to use a particular algorithm to support
a given behavior, hence the term sensor fashion.
The choice of algorithm or algorithm sequence
will of course be dependent upon environmental

conditions and context (e.g., lighting) and the
robot of necessity will have to dress out its sen-
sor algorithms to fit the current occasion. Sensor
fission is concerned with multiple independent
concurrent algorithms; sensor fusion is concerned
with combining multiple related concurrent algo-
rithms, and sensor fashion is concerned with se-
quencing multiple related perceptual algorithms.

Some issues regarding how these perceptual
algorithms can be coordinated over time are ev-
idenced in:

e Long range versus close range perception.

e Feedforward versus feedback perceptual con-
trol.

e Model-based recognition versus adaptive
tracking.

One example we explore in our research lies
in the context of docking with a manufacturing
workstation. The motor behavior is of one form,
the docking motor schema. In our current in-
stantiation, it involves as many as four distinct
perceptual schemas:

1. Long-range visual detection using either a
light-seeking strategy or a temporal activ-
ity detection algorithm.

2. A Hough transform model-based recogni-
tion strategy.

3. Adaptive tracking of a passive landmark
using fast region segmentation.

4. Final positioning using texture-based vision
or ultrasound.

A description of several of these algorithms ap-
pears in [6].

The primary issues in temporal coordination
are when to use each of these algorithms and how
to determine the best time to switch over from
one perceptual strategy to the next. We have tied
this transition process to distinct aspects of the
docking schema: while the robot is far from the
dock undergoing ballistic motion control, we use
the long-range detection algorithm; when within



an expected recognition range, the model-based
strategy is used to explicitly recognize the dock
within the image, this exteroceptive cue trigger-
ing the controlled motion phase of the docking
schema. As the range closes, a transition from
the adaptive tracking algorithm to the final po-
sitioning algorithm occurs. We have completed
an integrated demonstration of all of these algo-
rithms operating in tandem to provide docking
support even in the presence of a cluttered and
dynamic environment.

3.4 What about models?

A prioriknowledge of the world can and should
play a role during perceptual processing. This
view is in contrast to several of those in the re-
active robotics community who eschew represen-
tational knowledge at all times. We, however,
embrace its appropriate use. These uses include:

e Providing expectations for perceptual pro-
cesses (l.e., what to look for).

e Providing focus-of-attention mechanisms
(i.e., where to look for it).

e To initially configure sensor fusion mech-
anisms (investigatory phase - i.e., how to
look for it).

e Tosequence perceptual algorithms correctly
(i.e., when to look for it).

These uses, when framed within the context
of motor behavior, are entirely proper. It is not
so much in what form the representation appears
but rather how it is utilized that distinguishes the
action-oriented approach from other methods.

4. Summary and Conclusions

The old problems and their attendant solu-
tions have not worked in providing robust intelli-
gent robotic perception. It is our claim that new
problems must be formulated to make significant
inroads towards a solution. These problems in-
clude:

e How can we represent and control sensing
if we view it as a form of communication?

e How can we take advantage of expectations,
attention, and intention in providing intel-
ligent agents information about the world?

e How can behavior-based robotics effectively
serve as a means for integrating this strat-

egy?

We forward action-oriented perception as an
approach to the solution of these problems. In
various ways we have demonstrated limited suc-
cess towards achieving these goals, but much more
remains to be done. If we step back and review
the sensory aspects of robotic intelligence, we
may find that a different and non-traditional ap-
proach may produce useful results in short-order.
We continue our advocacy for studying psycho-
logical, neuroscientific, and ethological models of
perception as a basis for attaining these results.
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