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Abstract

Flexible manufacturing systems (FMS) that incorporate transport robots are
currently dominated by the use of automatic guided vehicles. These AGVs gen-
erally require significant restructuring of the workplace in order for them to be
useful. The concept of flexibility in manufacturing is somewhat compromised by
this strategy.

Our previous work in mobile robots, resulting in the Autonomous Robot Archi-
tecture (AuRA), is applied to the manufacturing domain. This approach, contrary
to the AGV methodology, embeds significant amounts of knowledge (both envi-
ronmental and behavioral) to ultimately give a mobile robot far greater latitude
in interacting with its environment.

This paper presents the motivation and subsequent simulation studies that
demonstrate the feasibility of migrating schema-based navigation into an FMS. In
particular, the creation of a docking motor schema to accomplish interaction with
the workplace is detailed.

This research is supported in part by the Computer Integrated Manufacturing Systems (CIMS)

Program and the Material Handling Research Center at the Georgia Institute of Technology.
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1. Introduction

Manufacturing applications for autonomous mobile robots constitute an area that
has received little attention when compared to research performed in the context of
outdoor navigation (e.g. autonomous land vehicle) or hazardous environments (e.g. nu-
clear power plants). The preponderance of the current research in mobility surrounding
flexible manufacturing systems (FMS) involves the use of automatic guided vehicles
(AGVs). These vehicles simplify the problem of navigation by restricting their paths
to predetermined routes, typically demarcated by striping the floor in some manner or

by using buried cables. A ma,jor issue is just how “flexible” such systems are.

Our previous research in the development of the Autonomous Robot Architecture
(AuRA) has provided a framework that is readily adaptable to manufacturing envi-
ronments. Our goal is to eliminate or minimize the restructuring of the workplace
to satisfy the navigational needs of a mobile robot. This approach necessitates the
represenﬁa.tion of significant amounts of a priori knowledge of the manufacturing envi-
ronment, the use of a diversity of sensors and sensor strategies, and the selection and

specification of relevant motor behaviors for this particular domain.

This paper first reviews the current approaches towards achieving mobility in the
workplace, describing the role of AGVs and some of the preliminary work of other

groups in autonomous vehicles. Section 3 presents an overview of the Autonomous




Robot Architecture (AuRA), a general-purpose system designed for experimentation
in the domain of intelligent mobility. The means by which navigation is accomplished
within this framework is specifically addressed. Section 4 describes the changes made
to AuRA to adapt it to function in a flexible manufacturing environment, discussing the
types of knowledge that need to be incorporated andvthe new motor behaviors required
for thls domain. Simulations of both navigational planning and reactive/reflexive mo-
tor schema.—based navigation in an FMS environment are presented in Section 5. A

summary and description of future work conclude this paper.

2. Mobility in the workplace

Many papers exist describing the role and history of AGVs in flexible manufacturing
systems (e.g. [11,22,25]). It is evident that intelligent sensing has not played a major
role in most of this research. The work area of an FMS frequently undergoes significant
change in adapting it to meet the perceptual needs of an AGV rather than i improving
the vehicle’s intelligence. This typically involves the laying of cables [27], the painting
of stripes, using magnetic markers [23], the placement of retro-reflective landmarks [10]
or infrared beacons [13]. In other cases, almost complete reliance on highly accurate
dead reckoning systems is required [17]. World modeling is generally kept to a minimum

as travel is usually severely restricted within the workspace.

The problem of docking has also been studied. Docking strategies, using lasers for
space applications [14] or visual techniques in FMS environments (e.g. [21]) have been
developed. Many groups are addressing this problem, far too many to cite them all.

The reader is referred to [24] for a review of the progress in this area.

Autonomous mobile robots are also being investigated for use in FMS by other re-
search groups. Giralt and Chatila [16] at LAAS in France are migrating the techniques

developed on Hilare for use in manufacturing environments. Work at the University




of Karlsruhe [26] is also concerned with this problem.

Our previous research in the general issues of intelligent navigation [6] is now being
migrated to manufacturing environments. We propose that this is a more coherent
approach to the problem of mobility in flexible manufacturing systems. Instead of
attempting to solve, in an ad hoc manner, the needs of one narrow problem domain,
we choose to address the more general issue of intelligent navigation in man-made
environments, then migrating what we have learned in this broader case to a specific
instance (e.g. FMS). Granted, this will not lead to short-term solutions and immediate
applications. Nonetheless, it is our premise thqt for significant long-term progress to
be made in mobility for manufacturing environs (or anywhere else for that matter),
a deep understanding of and consideration for the issues and difficulties of perception

and motor action is necessary.

3. AuRA

The Autonomous Robot Architecture [5,6] was initially developed as a framework
for studies in the intelligent connection of perception to action in the context of mobile
robotics. Domain-independent general purpose navigation was a primary focus of this
research. Many of the strategies developed within AuRA can be exploited effectively
when a limited domain of interaction is present, as is found in a flexible manufacturing
environment. The ability to incorporate a priori knowledge in a world that is rela-
tively closed facilitates the navigational process. Nevertheless, new behaviors must
be created to allow the robot to interact productively in such an environment. The
remainder of this section describes the general AuRA architecture and how navigation
is conducted within its framework. The balance of the paper then describes its ap-
plication specifically to a manufacturing setting. It should be stated that the AuRA
architecture is in an evolving state; not all of the components are fully integrated at
this time. |




3.1 Architecture overview

The AuRA architecture (Fig. 1) consists of 5 principal components: the perception,
cartographic, planning, motor, and homeostatic control systems. An overview of their

roles is presented below. The reader is referred to (6] for more detailed information.

The role of the perception subsystem is to acquire sensory information (currently
monocular monochromatic vision, ultrasonic, and shaft encoder data), perform prelim-
inary filtering on the raw data, and structure the information in a form that is useful to
the planning and cartographic subsystems. Visual strategies [8] currently provide data
relevant to vehicle localization and “path following (using line-finding and region seg-
mentation algorithms), while both ultrasonic data and vision yield information suitable
for obstacle avoidance applications. The shaft encoders provide information pertinent

to the management of spatial and orientation uncertainty [9)].

The cartographic subsystem subsumes several responsibilities. It is the principal
repository of @ priori knowledge for guiding both mid-level navigational planning tech-
niques and expectation-based perceptual processing. In addition to this static long-
term memory representation, it is also responsible for building a dynamic world model
based on sensor observations (short-term memory). This is used when schema-based
navigational techniques fail. Finally, spatial ﬁncerta.inty management is maintained

within the confines of the cartographic subsystem [9].

The motor subsystem is delegated the responsibility for issuance of specific motor
commands to the mobile robot (in our case, George, a Denning research vehicle -
Fig. 2). Communication issues, status monitoring, and low-level motor control fall
within the confines of this subsystem. A design goal of AuRA is to assure vehicle
independence as much as possible. As a result, vehicle dependency is largely isolated

within the motor subsystem component of the overall AuRA architecture.

Homeostatic control is concerned with the issues of robot survivability in danger-




Human

Cartographic Commander
Subsystem
LT Py :
" . STH S r Mission Planner
. e a
: @ | decision data 2
Meaogw Map § Navigator a
' » g
. [ 2
"""" AR L Pilot p!
High-Level ~ 2 Ssignal
— a 0 & schemas
Intermediate | » 5 w ,
; 2 g - Homeostatic
: ® < ) 2200 Control
Lowitevel 2 < Planning 2 8] 'é‘r Subsystem
H Subsystem 5 5[* J
Perception & 28 Signai
Subsystem Schema internal
instant- data
Panic -Motor iations
Shunts Schema
.................. l ]. Manager
Sensor Sensor Sensor L...-¥ Vehicle Interface
Processing Processing Processing

5

®

SNYIRONMENT

]

Figure 1. Autonomous Robot Architecture

internal Sensors




Figure 2. George.




ous environments. The manufacturing setting is considerably safer than many other
potential applications of the AuRA architecture, such as space exploration vehicles,
rescue operations, and undersea environments. Thus, homeostatic control issues are

not a concern of this paper.

The planning subsystem incorporates both a hierarchical planner (mission planner,
navigator, and pilot) and a distributed control plan executor (the motor schema man-
ager). The way in which these components are structured is described in the following

subsection.

3.2 Navigation

AuRA’s planning subsystem is depicted in Figure 3. The hierarchical planning
component consists of a mission planner, navigator, and pilot. The mission planner’s
role is to determine mission bbjectives, set behavioral and planning parameters for
other components of the planning subsystem, and interface with the human comman-
der, or a central computer in a CIMS (computer integrated manufacturing systems)

environment.

The navigator is delegated the task of computing an initial path based on a priori
world knowledge [3]. A series of path legs is produced which then serves as the input
to the pilot. The pilot analyzes an individual leg in light of information embedded
within long-term memory. The output of this analysis is a collection of parameterized
motor behaviors and associated perceptual strategies (schemas - see (4]) which are used
within the confines of the motor schema manager to produce intelligent goal-driven,
action-oriented behavior. A methodology based on the potential fields approach {19,20]
is used to provide the robot with specific motor commands at any pboint in time that
reflect, in a reactive/reflexive manner, the perceptual uncertainty in the environment.
This schema-based approach to navigation has a strong correlate with neuroscientific

and psychological behavioral studies 7].




Humen

Commender
Spatial Mission
- C
Resolution ommands
o
3 geot:;f: udndt _.) MISSION Parameter Settings Homeostatic
S| Sumbolic date PLANNER (safety, energy, etc.) Controt
(LTM)
Mission
Commands Statys
and .
Parameters
)
Ll
2
3| rresto
8dow
E Map — NRUI GHIUR
9 (LTM)
£
- Point to Point Status
commands (Successful completion or
intelligent disobedience)
Motor Schema Instantiation "

21 Short-term 3 PILOT Motor !
o memory Schema

T Status Manager

Perception
Subsystem

Figure 3. AuRA’s planning subsystem.




4. AuRA in Manufacturing

The issue now confronting us is how to utilize the concepts developed within AuRA
in the context of a manufacturing environment. By so doing, we anticipate consider-
ably greater flexibility and extensibility than the previous efforts involving automatic
guided vehicles afforded. That is not to say that our approach will supplant this tech-
nology immediately, as it does not purport to be cost-effective at this point in time.
Nonetheless, as hardware costs drop, these methods are envisioned to become more

and more economically competitive.

The motivation for our approach is first described. A discussion of the environmen-
tal knowledge available in a flexible manufacturing setting that can be used to provide
information stored within AuRA’s long-term memory to guide both navigational plan-
ning and perceptual processing is then presented. This is followed by a study of the
behaviors germane to manufacturing tasks, including strategies such as docking which

~ have been created specifically for these FMS applications.

4.1 Motivation

The essence of our approach involves the specification of appropriate motor behav-
iors and associated perceptual strategies to fit the particular needs of a manufacturing
task. The integration of a priori knowledge to assist in perception is another funda-
mental tool. Manufacturing environments allow us to make reasonable predictions,
regarding perceptual events, that might not be plausible in more unconstrained situa-

tions (e.g. outdoors).

Intelligent docking is the particular focus of our research at this time. Motor
control in this case can be viewed as the application of two distinct strategies, ballistic
motion and guarded motion [2]. Ballistic motion, for our purposes, is characterized

by a feedforward control mechanism. This control regime brings the vehicle rapidly

-
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into the approach zone of the workstation with minimal sensory feedback. Upon entry
of the approach zone, guarded motion takes over, characterized by feedback control,
higher sensory sampling rates, and slower motion. Previous work at the Cranfield

Institute of Technology [1] has also considered coarse and fine navigation strategies in
the context of AGVs.

One of the most critical control issues concerns the transition point from ballistic
to guarded motion. Whether both control paradigms should be active concurrently
with one inhibiting the other, or whether a direct transition from ballistic to guarded
motion should occur based on specific perceptual trigger events, is unresolved. Our
initial work (see Section 5.2) takes the latter tack.

Different perceptual strategies are in play for each of the control paradigms. In
our first pass of research, ballistic motion relies predominantly on shaft encoder data,
(dead reckoning) to bring the vehicle approximately to a known position relative to
its docking goal. Certainly other sensors are actively involved during this motion to
cope with dynamic obstacle avoidance and vehicle localization. The action-oriented
component of the ballistic motion for docking will ultimately be tied more closely to
the spatial uncertainty map [9] of the AuRA architecture moving further from reliance

on dead-reckoning methods.

Our first approach to the guarded motion component of docking encompasses both
vision and ultrasonic data. Our monocular video camera will provide“the vehicle with
orientation data, targeting on known features of the workstation. Two perceptual al-
gorithms, the fast-line finder and the fast region segmenter (8] are being applied to this
problem. Ultrasonic data, coupled with vision, provide the depth information for final
positioning. Although vision can yield depth information, based on a priori knowledge
of workstation features and camera geometry, initially we will use a combination of

sensors to achieve our goal.

Perception also decomposes into two subtasks: recognition and tracking. Worksta-

-
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tion recognition is undoubtedly the more difficult aspect of the problem. If workstations
au naturel prove difficult to distinguish, we may add an artificial landmark to facilitate
this process. It is intexided, however, that this landmark be for use by passive sensing,
akin to the work done by Fukui [15], Courtney et al [12], and Kabuka et al [18]. Once
the initial landmark has been discovered, the task of tracking is greatly simplified by
updating the initial expecté,tions of the feature(s) characteristics to match more closely
the data perceived by our sensors (transferring belief from what is expected to what
is perceived), and by using information regarding the robot’s commanded motion be-
tween frames to provide tighter constraints on where the feature(s) may occur within

the new incoming images.

4.2 Environmental knowledge

We have modeled Georgia Tech’s Materials Handling Research Center Laboratory
(Figufes 4 & 5) using the techniques available within the AuRA architecture. A
meadow map (connectivity graph of free space regions [3] - see also Sec. 5.1) is produced
which allows for the production of paths, using an A* search algorithm, guaranteed to
be free of collisions with all modeled obstacles. This path, in conjunction with addi-
tional information available from long-term memory, is then used to select appropriate
perceptual strategies and motor behaviors (schemas) to enable the robot to recognize

its goal, avoid obstacles (both moving and stationary), and accomplish its current task.

4.3 Manufacturing motor behaviors

Schema-based navigation allows our robot (George) to function in a dynamically
changing world. Using an analog of the potential field approach, the robot reacts to its
current sensor data in an intelligent manner. The individual primitive motor behaviors

developed in AuRA for both indoor and outdoor navigation [4] have been migrated
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Figure 5. Two views of the Materials Handling Research Center.
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to the manufacturing environment. These include the move-ahead, avoid-static-

obstacle, move-to-goal, and stay-on-path schemas (Fig. 6).

One new motor behavior developed for this work is a docking schema which in-
corporates both ballistic and fine motor control strategies (Fig. 7). An approach zone,
incorporating the preferred orientation of the vehicle relative to the docking site, is an
integral component of this field. This particular motor schema, when coupled with
an appropriate perceptual schema (both computer vision and ultrasonic strategies
are available), can be used to guide the vehicle into the desired position for inter-
action with the other manufacturing equipment typically found in an FMS. AuRA
has previously employed computer vision algorithms including fast line-finding and
fast region-segmentation for general navigational purposes. Their application within a

manufacturing environment is being developed.

5. Simulations

This section describes the simulation work performed using the AuRA framework
for testing the concepts described above. Our next step is to realize these successful

simulation studies by implementing them on our mobile robot George.

5.1 Navigatignal planning

Figure 8 is an illustration of the meadow map produced from data obtained from
the Materials Handling Research Center Laboratory at Georgia Tech. The algorithms
developed within AuRA for map-building and path planning [3] have proved effective
in both modeling the FMS environment and producing paths that are appropriate
for navigation of the vehicle from one workstation to another. It is important to
note that the paths produced (Fig. 9) are guaranteed to be free of collisions with all

modeled obstacles. Nevertheless, due to inaccuracies in the robot’s internal model

15
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of its position relative to the world and errors in carrying out the motor commands
due to wheel slippage and other related problems, actual path execution is handled via
schema-based control. The presence of unmodeled obstacles (including moving ones)

is always allowed and will of necessity force deviations from the navigator’s prescribed
path.

5.2 Docking

The motor schema for docking behavior, shown previously in Figure 7 and discussed
in Section 4.3, is used for docking simulations. General navigation simulations (i.e. not
in an FMS environment) illustrating schema-based control are shown in [5] and actual

mobile robot experiments are presented in [6)].

Figure 10 shows the robot’s behavior as it approaches an unblocked docking zone.
Note the transition as the vehicle changes from ballistic to guarded motion as it enters
within the sphere of influence of the docking goal. The simulation’s perceptual trigger is
simply the distance relative to the goal. In upcoming robot experiments, we anticipate
using vision to initiate this control transition. The spiraling in of the vehicle towards
the approach zone is also apparent. When the docking is completed, the vehicle has

assumed both the correct position and orientation.

The second set of simulations (Fig. 11) show the robot’s path through an obstacle-
strewn environment to the docking site. Note how it successfully navigates around all
perceived (and unmodeled) obstacles as it wends its way to the docking position. This
simulation incorporates uncertainty measures in perception that affect the strength
of the repulsive field around the obstacles. (Actual obstacle avoidance results have
previously been successfully demonstrated using our mobile robot [6]). These obstacles
do not produce motor action until the robot is within a certain distance of them (i.e. the
robot’s perceptual Iimits). The schemas are also deinstantiated as the robot passes

beyond their perceptual range. In rare instances, higher level reasoning will need to

18




Figure 8. Meadow map representing the Materials Handling Research Center.
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Figure 9. Two example paths, produced by the navigator, connecting workstations
in the MHRC.
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a) Approach from the side results in a spiral
b) Worst case approach (from rear).
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be brought to bear to insure path completion due to the inherent pitfalls associated
with the potential field methodology [6].

The third simulation (Fig. 12) shows the approach of the robot to a workstation
slightly behind the docking position. In this run, the robot settles into a point short
of the goal. At this point, a change in the nature of the avoid-obstacle schema will
occur, resulting in a drop-off in the repulsion of the workstation itself, allowing the

vehicle to approach more closely than would normally be allowed.

6. Summary

Existing approaches used by AGVs in flexible manufacturing systems place severe
restrictions on the ability of the vehicle to interact with the workplace. In many in-
stances, it cannot leave a pre-defined track nor cope with any unexpected obstacles in
its way '(other than wait for them to be removed). Furthermore, significant restructur-

ing of the workplace is often required for AGVs to be useful.

The approach used in the Autonomous Robot Architecture enables a mobile robot
to take advantage of a priori knowledge of its environment to produce a path that is
free of collisions with all modeled obstacles and is not dependent on any fixed track
or network. This path is then passed to the motor schema manager (via the pilot) for
actual path execution. The presence of unmodeled obstacles poses little difficulty for

this behavior-oriented approach to navigation.

Perceptual strategies using vision and ultrasonic sensing are advocated as meth-
ods to supplant the heavy reliance on dead-reckoning found in AGVs. By utilizing
information regarding characteristics of the workplace, little or no restructuring of the

robot’s world is needed for it to accomplish its tasks.

Future work will involve exploitation of the fast line finder and fast region seg-

mentation algorithms, already used successfully for hallway and outdoor navigation

22




v
o
e

N sannann

¢
‘
¢
4
‘
’
¢
‘
¢

s samnaetmar sy M
o o2y
A oD AR AR L)
o Attt Brs v e e e B RNy

- N Cevevrrrveey
- =g e ! D R el

ottt bbb B G 4B I SIS
D B

WOt A bbbl ' v &

o

ARPLAADDDARAZLP o, - JWI

R T RN TR Ry v vy
o o o -ttt PARARpPAER . nanas, -

5555572 3 I TSR TTTe

LY
I
{
>
N
;
»
N

<
o “ LA
vy 222>

fhd C i AR

N N
s .

BANA SRR AR

ARAPE »

AANRNANAARARRRDA AR

NIRRT TR T R R e N N N N .

A A A AR A AR AN RS

»

”»

»

»

»

’

4

2

?

2

’
R A e A NN
W R R e e e e
SRR TSRS N R e

e

Yy

in a cluttered environment.
23

ite.

Figure 11. Docking
Two example runs showing.how the robot navigates around unmodeled obstacles on

its way to the docking s
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that the repulsive force on the workstation would be lowered, allowing the final ap-

Note how the robot stops before final dock

proach to be completed.




[8], for recognition, tracking, and control triggering in the FMS environment. In the
near future we will implement the schema-based docking operator on our mobile robot

George and test this approach in a cluttered workplace.
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