Project Description
This proposal will explain how the circuit design and computer architecture communities can create a roadmap/design methodology (DM) that will help bring computationally interesting circuits made from nano-scale devices to realization.  Without such a plan, device development and research in the physical sciences (PS) could become just a scientific curiosity.  This proposal will provide this infrastructure for one nano-scale device – the Quantum-dot Cellular Automata (QCA).  It will also explain how to tailor curriculum, education, and collaborations in order to teach students and researchers what they need to know to best assist in the evolutionary process of nanotechnology.  I will address this problem by working with everyone from the youngest 9th grader to the oldest full professor – by working in a local high school with physics teacher Alan Gravitt and bringing his students into my laboratory, by working with students at Georgia Tech’s summer nanotechnology camp, by developing and teaching a new course in computational nanotechnology for undergraduates and graduates, by serving as a project mentor and research advisor, and by organizing seminars and workshops to organize smarter collaborations between physical scientists and circuit designers.
First, a Short Introduction to Theoretical QCA
[image: image1]The QCA concept represents information by using binary numbers, but replaces a current switch with a cell having a bi-stable charge configuration. A QCA device can consist of 2 or 4 quantum dots and either 1 or 2 excess electrons respectively. One configuration of charge represents a binary ‘1’, the other a binary ‘0’ (Fig. 1), but no current flows into or out of the cell [1-2]. In the transistor paradigm, the current from one device charges the gate of the next device and turns the device on or off. In the QCA paradigm, the field from the charge configuration of one device alters the charge configuration of the next device. This basic device-device interaction is sufficient to allow for the computation of any Boolean function (see [2-4]), and also forms interconnect. If a clocking potential is added which modulates the energy barrier between charge configurations, general purpose computing becomes possible with low power dissipation.  Circuits and systems could conceivably be built from the “parts” shown in Fig. 2.
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A Design Methodology for QCA, a Roadmap for this Proposal
The work proposed here will answer the following two questions:  (1) “Can we design and build something in QCA that is better – in a significant way – than end of the roadmap CMOS?”, and (2) “How can we best prepare students – interested in design or physical science – to assist with, and accelerate a nano-scale system’s time to realization?”  The answer to the first question is the broader impact of this proposal.  To answer the first question, this proposal will introduce a DM that itself is designed to output computationally interesting and buildable circuits and systems of QCA devices; it not only provides the infrastructure needed to explicitly answer the first question, but also provides the required insight to answer the second (the broader impact).  The work proposed in this submission will fill out, and provide the tools for the DM.  Interestingly, even if the answer to the first question is “No” – using what is currently seen as implementable as bounds on design – the results from the work proposed here will still form a roadmap for physical scientists. It will detail desirable and needed device characteristics for computationally interesting systems.  This DM will also provide insight for completing similar DMs for other emergent devices.  Finally, this research is of importance to the College of Computing (COC), and a strategic direction of the department 

Related Work
Some system level studies of QCA have been conducted at the University College of London.  A complex SRAM cell and shift register have been successfully simulated [22].  Both schematics use an architecture developed by Fountain, et. al. called SQUARES which consists of blocks that are 5 QCA cells wide and 5 QCA cells high, and form a library of various QCA devices/gates [22-23].  Some architectural studies are also being conducted by NASA's Jet Propulsion Lab which researches defect resistant circuits and architectures for QCA.  Some circuit/system design work has also been conducted at Valporaiso University [24], some simulator development work has been done by researchers at the University of Calgary [37], and some research on testability and defects is underway at Northeastern University [41].  Most of the above work has considered QCA design in isolation, or has focused on relatively simple circuits.  This work will consider everything – from design, to defects, to buildable constructs – in order to move toward a useful physical entity.
I should also note that quantum computing [9], molecular computing [25], biologically-inspired computing [46], computing with silicon nanowires or carbon nanotubes [10], and DNA-based computation [47] all have potential benefits and have experienced some initial successes.  Mark Oskin [9], James Tour [25], Andre’ Dehon [10], and Seth Goldstein [26] are all taking approaches similar to the work described here for specific devices.  Additionally, one of the outreach projects that will evolve focuses on the development of a course to teach students about the viability of design with various nano-scale devices.  (information from [9,25,10,26] will be an integral part of the course).  The goal of this course will be to teach students how to adapt to changes in technology, and to provide students with the proper knowledge so that they can help technology to evolve.  To the best of my knowledge, no other course like this is currently being offered.
“Implementable” Building Blocks for QCA
Four major “building blocks” being considered for implementable systems of QCA devices are discussed below:  (1) molecular QCA devices, (2) DNA-based substrates for the molecules to attach to, (3) a silicon-based clock structure, and (4) a means for integrating the QCA logic and the clock structure (liftoff) (see step 4, Fig. 5 for a cross section).  Analyzing the interactions of these parts can tell us whether or not we have potential wins over silicon systems with equivalent functionality.  

QCA Molecules:  In contrast to metal-dot QCA, the small size of molecules (1-5 nm) allows for large Coulomb energies and room temperature operation [5].  Also, power dissipation from QCA switching would be low enough that high-density molecular logic circuits and memory are feasible.  Projections indicate that 1011 QCA devices in a cm2 would dissipate 100 W of power when switching (with switching speeds ranging from 10-12 to 10-13 s per device [11, 19]).  The role of a “dot” will be played by reduction-oxidation (redox) sites within a molecule.  Molecules with at least two redox centers are desired, allowing for devices with 2, 3, and 4 “dots” [5, 20-21]. 

Molecular QCA and their interactions with a clock are explained using 3-dot cells.  In Fig. 2, a QCA molecule forms a ‘v’-shape, and charge can be localized on any one of the three dots at the “vertices” of the ‘v’.  If charge is on one of the top two dots, the cell will encode a binary 1 or 0.  Whether or not charge is in the top two dots (active state) or the lower dot (null state) can be determined by an electric field (clock) that will raise or lower the potential of the central dot relative to the top two dots [5].  Binary 1s and 0s are physically represented by the dipole moments of QCA molecules. Besides creating the electric field required for state transitions, the clock also helps to increase the tolerance of individual devices to Ekink [8] – the amount of external energy that will excite a cell into a mistake state, or create a “kink” in a transmission (i.e. a 1 instead of a 0).
Substrates:  A pitch matching problem exists between the substrates to which molecular QCA devices could attach, and the devices themselves [5, 9, 10].  Current optical or x-ray/e-beam lithography cannot create detailed patterns to which devices could attach to form computationally interesting, custom circuits [5].

One mechanism that might allow for selective cell placement and patterning is DNA tiles (branched DNA strands that self-assemble in a regular pattern).  DNA tiles can form rigid, stable junctions with well-defined shapes, and can further self-assemble into more complex patterns [27].  Each tile could also contain several points to which a QCA cell could attach.  Lieberman et. al. have developed a DNA raft built from four individual tiles, and are working to develop bigger rafts.  Each individual tile could hold 8 QCA cells [16, 18].  Each portion of a raft has a different DNA sequence.  Consequently, molecular recognition could be used to differentiate locations on the raft to which individual molecules could attach – forming a “circuit board” for molecular components (see Fig. 4).
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Liftoff:  Molecular liftoff is a technique for deposition of molecular films of molecules.  DNA rafts could be attached to silicon wafers using a thick poly-adhesion layer (probably in EBL etched tracks) – which would be most useful if silicon is used to form the clock circuitry [12-14].  
The Clock:  A clocking mechanism allowing a QCA device to transition from a monostable, null state, to a bistable, active state, and then back to a monostable, null state is also required.  The four phases of a clock signal could take the form of time-varying, repetitious voltages applied to silicon wires embedded underneath a substrate to which QCA cells were attached (see Fig. 3).  The charge and discharge of the clocking wires will move the area of activity across the molecular layer of QCA cells and occurs at the “leading edge” of the applied electric field. Computation would move across the circuit in a continuous “wave” [6, 7].  
Given these building blocks, an overall fabrication process might progress as depicted in Fig. 4.  Also, in the near-to-mid term, we are further constrained by the state of the art of physical science.  As a result, the building blocks that currently make up our “parts library” are restricted to the DNA-based substrates and circuits that use only 90-degree cells.  Thus, wire crossings will be avoided and circuits that can be represented as planar graphs have the best chance of being physically realized.
How can QCA provide wins over silicon?:  Justification and Motivation
In the context of obstacles to Moore’s Law, it is apparent that QCA faces some of the same general problems as silicon-based systems (timing issues, lithography resolutions, and testing), that QCA does not experience some of the same problems as silicon-based systems (quantum effects and tunneling and dopant concentrations), and that silicon-based systems can address one problem better than QCA currently can (I/O) [42].  However, if the I/O problem is resolved, QCA can potentially offer significant “wins” with regard to reduced power dissipation and fabrication [4].  However, we must also be concerned with expected fabrication yield.  Systems of QCA cells made via self-assembly could have many more defects than systems made lithographically.  Capturing this information in the form of micron rules for QCA will be part of our DM.  Finally, QCA can also offer orders of magnitude in potential density gains when compared to silicon-based systems [4] [43].  Clearly, further study is warranted.


[image: image2]
Historical Precedence
The ability to accurately specify, describe, and verify designs that are more complex than a handful of devices will be crucial as the underlying technology in QCA (or any other nanotechnology) advances.  In MOS, the Mead-Conway concept of “design rules” abstracted underlying physics to a point where engineers could more easily generate designs from components provided by physical scientists, and computer-aided design (CAD) tools could in turn analyze and verify them.  For MOS circuits, if a circuit’s layout conforms to certain geometries (allowable widths, separations, overlaps, etc.), a designer can be assured that a particular layout will conform to the resolution of a particular fabrication process, and work as intended post-fabrication.  QCA design rules are based on potential failure points in the envisioned fabrication process (self-assembly of molecular QCA cells), and how they are reflected in circuits as designed by an engineer (see Fig. 5 for potential defects).  Analyzing the impact of these defects in the context of systems is the goal of a DM, and should answer the question of whether or not computationally interesting and buildable QCA circuits and systems are possible.
A Design Methodology Framework (see Fig. 5 for flowchart)
The first step (1) of the DM simply involves gathering basic information – a molecule’s inherent tolerance to kink energy, the electric field strength required to turn it on and off, etc.  The next step (2) involves laying out cells (using implementable constructs) to provide the desired logical output.  After simulating for logical correctness (3), defects will be introduced into designs (4) consistent with statistics provided from self-assembly experiments [16].  They will then be re-simulated for logical correctness (5).  Any needs for a more robust circuit, redundancy to ensure functionality, etc. will be addressed (6) [17].  The required design constructs from (6) essentially form micron rules, and will be a function of the yield and area desired from the self-assembly manufacturing process.  The next step involves calculating the number of cells allowed in a window of computation (7) – too many cells that are turned on and switching simultaneously can also include errors/bit flips [2].  This will affect how our clock structure is laid out in silicon.  However, before designing a clock structure, the expected operating environmental quality (i.e. sources of Ekink) will be compared to a design’s tolerance to Ekink (8).  If Ekink in the environment is greater than a design’s tolerance to it, the circuit must be made more robust (go to (6), (2)).  Next (9), the design of an adiabatic clock structure to provide the required electric field/clock will be considered.  This silicon design process will be constrained by (1) and (7) as well as lithographic micron rules.  If such a clock structure cannot be built (i.e. it dissipates too much power, violates (7), etc.) a designer may need to return to (9), (6), or even (2).  If the clock structure is feasible, he/she can move on to (10).  Finally, all cells in a critical path of a clock window must have time to switch before the window “passes by” (11).  If this condition is met, the process is complete (12); if not, the designer may have to revisit (9), (6), or (2).
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The importance of, expected outcomes of, and work to be done in each step of this DM will be discussed below.  When the complete infrastructure is finished, we will be able to address “whether or not it is possible to build computationally interesting circuits and systems that give us ‘wins’ over silicon systems.”  Also, educational/outreach projects that will evolve will be explained throughout.
Step 1:  Gather basic information:  The first step of the DM essentially involves gathering the information required needed to form a QCA “parts library” with which a circuit designer can work.  It would detail what molecular device was being used, the electric field strength required to turn the device on or off, what substrate the molecule would attach to, if DNA rafts were used, how they would assemble and how big they would be, cell spacing, probabilistic defect rates, etc.  When compiled, an engineer will have a fundamental set of building blocks to begin designing computationally interesting, buildable, and realistic circuits and systems.  This step also provides the insight needed for the first level of redundancy in QCA systems.  As an example, a generic cell’s response to an applied electric field is shown in Fig. 7.  Fig. 7 indicates that a molecular QCA cell will hold a strong binary 1 or 0 (driver dependent) if an electric field of X units is applied.  However, we will design assuming a weaker electric field of Y units (i.e. the white dot).  
Proposed work:  Most of the above research must occur in the realm of physical science.  Still, this fact underscores the need for close collaborations between the computer science (CS) and the physical science disciplines – CS needs to use experimental realities, not theoretical constructs.  Additionally, by doing design earlier in the device development process, CS has the potential to guide the development of device characteristics such that physical entities best suited for computation evolve.  This work will also have a significant impact on outreach – from high school (HS) students to full professors.
Specifically, this summer, I began working with HS physics teacher Alan Gravitt of Tech High School
.  The goal of our collaboration is to expose HS students to research being done in universities.  Specifically, we will find places where my research overlaps with concepts being taught in Alan’s (as well as other teachers’) classes.  We will use this overlap to show students how the fundamental concepts that they are learning now, could apply to the next generation of computers (electrostatics for example), and technology in general.  This will also lay the foundation for a “shadow program” and future design projects (ideally for science fairs, etc. – see Steps 2, 5).  However, the idea behind the shadow program is simple:  Alan and I agree that while students will benefit from speakers coming into the classroom, an even greater benefit will come from interacting with researchers outside of the classroom.  With this in mind, we will arrange for interested students to:  read some fundamental, yet basic papers, exchange e-mail with me about any questions they have and about new ideas they need to learn about, and sit in on some meetings with my graduate students.  
The compilation of this “parts library” will also be used to form the core of a course that I will develop and offer as part of the College of Computing’s curriculum in the Fall of 2005.  Specific topic areas that will be covered include:  modeling and simulation techniques for nano-scale devices, the device physics of computational nanoscale devices, manufacturing techniques, possibilities, and the potential problems for computational nanoscale devices (positional and self-assembly will be considered), possible system architectures for computational nanoscale devices, desired device characteristics for computationally interesting systems, and possible spin-off applications. (Note that information related to each one of these topics will evolve in the DM presented here.  Thus, research is driving education).  Currently, the College of Engineering offers a certificate in nanotechnology, with approved courses from Materials Science, Chemistry, Physics, and Electrical and Computer Engineering.  The proposed COC course would be added to this list allowing the certificate to cross college boundaries, and will help bridge what I believe is a current gap in knowledge:  often CS does not understand what is realistically possible in terms of buildable constructs (i.e. everything theoretically possible is not physically possible); similarly PS does not understand what is required to build something computationally interesting (i.e. it takes more than an adder).
Quizzes will be administered at the end of each subsection to assess how well students learned technical material presented.  Simultaneously, they will complete a project for each subsection that will allow them to apply technical material introduced in lecture.  Projects may draw on other/previous modules (i.e. after learning how to use or writing a simulation tool, they will use it to design and/or study a circuit).  Project performance will be evaluated by a series of rubrics to determine how well students applied knowledge they should have gained from lecture.  This will actually allow evaluations at two different levels – determining if students understand course content, and determining if students can apply course content.  For example, if a project calls for students to design a system to perform task ‘X’ using a nano-scale device of their choice, a lab report may illustrate that a student understands the physics of the device they chose, and would be one level of evaluation.  Student performance on the second evaluation point (applying course content), might be assessed by studying whether or not students chose the best device for a given circuit or system.  This rubric might simply be a list of devices ordered by suitability [32-33].  Now, note that student designs will use and test developed toolsets – this is just one way that education will drive research.
I will also develop a set of rubrics to assess all modules, quizzes, and projects.  This analysis, along with student evaluations, will be used to redesign modules, quizzes, and projects to improve a student’s educational experience.  It will also help to ensure that the course meets its objectives.  Additionally, to test how well a course, module, or specialization has helped a student establish better communication and collaborations between physical scientists and design communities, I will compile and maintain contact information for students who have participated in the COC course, and survey them at yearly intervals.  Again, this feedback will be used to redesign classes as necessary [32-34].

All of the materials associated with the COC’s course (quizzes, project descriptions, student project reports, lectures, etc.) will be made available to students and faculty everywhere via a course website.  All (constructive) comments from student evaluations, yearly surveys, and internal analysis will also be posted.  Additionally, each term the course is offered, a “course packet” CD will be constructed that will be distributed to enrolled and interested students and faculty.  CDs will also be made available to “alumni” students as a means of advising them about current changes in technology.  Users can also reference the website to obtain more current materials as needed.

Finally, outreach will not be limited to HS students, undergraduates, and graduate students.  Central to this proposal is the close collaboration with physical scientists.  We want to help form collaborations between PS and CS where both parties understand the needs of the others.  As this model of collaboration has proven successful for all parties involved with my research, Ralph Merkle, the COC, and I intend to organize a summit/conference (hosted by COC and Georgia Tech between year 2 and 3 – see Timeline) for physical scientists doing research with nano-scale devices, and computer scientists interested in becoming involved with the research; the envisioned outcome is an environment that will facilitate useful interdisciplinary collaborations
.
Milestones:  Using the results of PS experiments to form a parts library.
Impact:  Generating the required parts library will help further collaboration between CS and PS allowing for better interdisciplinary research
.  We will also: a.) have a vehicle to further interest high school students in science and engineering by providing exciting, new projects for them to work on, b.) begin to teach undergraduate and graduate students how they can adapt to changing technology, as well as how to help it evolve, and c.) have a means to engage the research community.
Step 2:  Circuit layouts:  In terms of a DM for a given target, the aim of Step 2 is to produce a first cut of a logical schematic.  It will also address buildability constraints and outreach.
Proposed Circuit Design Work:  Three large-scale design goals are currently envisioned (more will evolve as the DM progresses).  They are:  1.) a systolic pattern matcher, 2.) a systolic image processor, and 3.) a systolic general purpose microprocessor.
Systolic architectures can leverage properties inherently caused by QCA’s clock.  In a systolic architecture, data moves in a natural, rhythmic fashion – for example from a computer’s memory and through several processing elements (PE) before returning back to memory.  Systolic architectures can avoid long-distance or irregular wires for data or control signal communication that would be otherwise difficult to design given the massive amount of inherent pipelining [28]. (In a systolic architecture, data is essentially naturally pipelined).  Because complex wire routing could be avoided, some systolic systems could also be implemented without any wire crossings.  Additionally, systolic systems are often formed from only a few types of simple cells (functional units).  Thus, a systolic circuit could be built on top of one DNA circuit board and cascaded multiple times.  This would represent significant progress toward real/computationally interesting systems at the nano-scale, while simultaneously staying within the boundaries of what could physically be built.
I will extend initial work on a systolic pattern matcher [16] to design a systolic image processor as needed convolution computations can be done systolically [28].  Later work will study if general purpose processors are possible based on systolic architectures (leveraging the Counterflow Processor Pipeline architecture [29], existing research
, and various planar circuits – i.e. I have developed a planar serial adder based upon [30]).  This step is also the foundation for the most significant outreach to high school students.  Research done in Step 2 will help take the outreach discussed in Step 1 one step further, as we will teach HS students how to design.  Students will first be exposed to design through the “shadow” program and individual interactions.  Eventually, students will be “turned loose” to work on their own designs (I have a set of projects already in mind).  This experience will culminate with an “annual review” where design teams will present their work in front of my students and peers.  Circuit design work will also apply to my course, and a nanotechnology summer camp at Georgia Tech.
Circuit Design Milestones:  Designs for all of the targets just discussed will be generated.  Buildability constraints will bound designs as much as possible, but will be stretched if designs are otherwise not possible.  If CMOS cannot be bested (at least in terms of design), this work will at least generate a roadmap for device physicists that explains what device characteristics must evolve.  Also, even if computationally interesting designs with wins over CMOS can be generated, design constraints should still be relaxed in order to project what is possible application-wise (i.e. with regard to performance, etc.) as theoretical constraints do become physically realizable.  
Proposed Computer Aided Design (CAD) work:  To move toward buildable versions of the designs just described, it makes sense to use CAD to assist in removing undesirable/unimplementable features.  Six specific projects are envisioned:
CAD Project 1:  QCA designers are constrained by DNA tiles as substrates, one type of QCA cell, and no wire crossings.  Consequently, a first CAD project will: 1.) work to minimize the total number of wire crossings in a circuit by smartly arranging the necessary logic gates, 2.) provide insight into how removing wire crossings and having only two dimensions for routing will affect overall area, 3.) study how effective a logical crossing (a combination of 3 XOR gates [17]) can be in eliminating physical wire crossings (trading area for the elimination of a crossing), 4.) develop a standard for forming graph representations of QCA circuits to facilitate the steps above, and the remaining CAD projects, and 5.) provide the starting point for CAD Project 4 (logic duplication)
.
Milestones:  Algorithms and heuristics to reduce wire crossings will be and have been derived from existing algorithms and heuristics (the problem is NP-complete [44]) to minimize edge crossings in graphs.  Specifically, we will develop software to minimize the total number of crossings based on an exact solution (suitable where one layer of a bipartite graph is fixed and the others contain no more than 60 nodes [36]) and the Barycenter heuristic [31].  They will then be applied to parts of the circuit designs discussed above.  Using information compiled in Step 1 (i.e. cell spacings, etc.) we will also develop a model that can provide area estimates from a graph representation of a QCA circuit.  Ideally, in some cases I should be able to generate designs with only a few crossings.  For these, I will study if the XOR construct can be used effectively.
CAD Project 2:  For select designs from CAD Project 1, I will also generate equivalent and optimal silicon/transistor-based designs, and scale these numbers to an end-of-the-curve process.
Milestones:  This will produce the first set of meaningful comparisons to address the initial goal of whether or not computationally interesting circuits designed with buildability constraints in mind can provide wins over silicon-based circuits and systems.
CAD Project 3:  Researchers at the University of Calgary in Canada have developed an algorithm that will generate optimal majority gate representations of Boolean logic [35].  I will apply this heuristic to a subset of the circuits used in CAD Project 2.  Specifically, I will begin with Boolean logic, apply heuristics, and then reapply the tools of CAD Project 1 to minimize wire crossings.
Milestones:  This project seeks to leverage the properties associated with the majority voting function inherent to QCA.  Using these results, we will gain insight into whether or not an optimal majority gate representation can provide wins in terms of area or crossings.  Results will be compared to the results of CAD Project 1 and 2.
CAD Project 4:  CAD Project 4 will study whether or not duplicating some gates of a logical circuit can eliminate any remaining wire crosses in the designs output by CAD Project 1 or 3.  Assuming a graph representation of a circuit, the process will start at the lowest level (the outputs), and duplicate nodes that lead to a wire crossing.  This will have the effect of pushing wire crosses up to the highest level of a circuit.  Before continuing, I should note that at present, we are assuming a serial I/O structure.  From a manufacturing standpoint, creating an electrometer that can address a device approximately 1 nm x 1 nm is a most difficult problem to solve.  However, this will actually help to create an efficient solution to the wire crossing problem.  If all crossings are pushed to the highest level of a circuit, multiple copies of a signal may be needed at various nodes at the top level of a graph.  However, once brought in serially, there is no reason why they cannot fan out over hardwired paths of QCA cells to the proper nodes in parallel.  The clock can be used to control which paths are active.  Thus, there should be no performance hit in terms of time, or a longer critical path.  However, potential performance hits can occur as the number of QCA cells required will increase leading to either a.) a greater susceptibility to fabrication defects, or b.) a loss in circuit density.  The outputs from this step will be compared to the results of CAD Projects 1-3, and will provide real insight into whether or not the smaller dimensions of QCA can provide wins over CMOS, while simultaneously optimizing for buildability constraints.  This project will also provide some insight into how duplication will affect I/O complexity.
Milestones:   1.) Logic duplication, the algorithm:  Assuming a graph representation of a circuit and serial I/O, a heuristic will be developed that will eliminate all wire crossings by duplicating nodes of a graph that cause edge crossings.  2.)  Logic duplication, the effects:  this work will allow for comparisons to equivalent silicon-based designs, to designs with some crossings, and optimal majority gate representations.  3.)  Logic duplication, the effects on Rent’s Rule:  if multiple I/O pins become possible, but the crossing problem is not solved, this work will provide insight into what level of I/O complexity will be expected.  Rent’s Rule (for silicon designs) states that the number of pins that bring data onto or off of a chip is proportional to the number of gates (transistors) on a chip [45].  It will be used as context to gauge QCA’s effect on I/O complexity.
CAD Project 5:  All of the CAD tools developed in Projects 1-4 will be applied to the three complete designs discussed earlier in this step (as well as others that evolve).  The results of CAD Projects 1-4 will be tested on parts of each of these designs as they evolve.
Milestones:   In addition to optimized designs, we will also have additional tools to use as part of HS outreach, in my proposed course, and to help CS assist with device development.
CAD Project 6:  Combine the insights gathered from Projects 1-5 to answer the question:  “Do decreased feature sizes of nano-scale devices outweigh the constraints of only having routing in two dimensions?”  This is an integral component to the question of whether or not we can design and build QCA circuits that provide wins of CMOS.  If the answer to the above question is no, we need to expand our buildability constraints.
Milestones: The above question will be answered in the context of circuit design.  Realistically, to produce a physical entity, redundancy for defect tolerance and a clock structure will also have to be considered.  The rest of this DM will address this question.
Step 3:  A logic simulator:  Before worrying about defect tolerance or implementable features, we must first check whether or not our circuit is logically correct.  Essentially, we need a tool that can take a QCA schematic and check if its Boolean outputs are correct.
Proposed work:  One of the advantages of using a design automation tool suite is that there is a means (for example) to translate a design from one level of complexity (i.e. logic), to another (i.e. a more physical implementation).  It makes sense to provide similar functionality for QCA simulators.  However, initial work will focus on developing a physical simulator first (see Step 5), as this will provide new insight into redundancy required, and what level of defects circuits can tolerate.  In the mean time, we will leverage two existing logical simulators for QCA (QCA Designer [37] and Q-BART [4]), while also using Boolean gate checkers associated with tool suites like Mentor Graphics.  This will provide acceptable levels of logic verification during the first 1-2 years of this project.  When the physical simulator is completed, a logic engine will be integrated with that interface
 (see Step 5).
Milestones:  Eventually, a newly developed logic simulator.  We will leverage existing tools for research purposes, but will also use them to enhance high school outreach – as many are readily accessible to run on basic platforms that can be found in schools.
Impact:   Eventually, we will produce an integrated tool suite for QCA capable of physical and logical simulations, with a common interface (again, see Step 5).
Step 4:  Statistical Defects:  Here, defects are introduced into the outputs of Step 2 and 3 to:  1) study how defects will affect a circuit’s desired logical outputs, 2) determine the level of redundancy needed in a circuit or system to make it tolerant to defects, and 3) gain insight into architectures that are best suited for this kind of computational environment.
Proposed Work:  Proposed work related to Step 4 simply centers around preparing an infrastructure to model defects’ effects on circuits and systems.  Even though specific rates are not all known – ideally statistics should come from experimental data – we need to prepare an infrastructure for simulating designs with defects
.  In a sense, some initial infrastructure has already been set up.  Researchers at the University of Notre Dame have written M-AQUINAS (a Molecular version of A QUantum Interconnected Network Array Simulator) [17] – software that allows a user to design and simulate arrays of clocked molecular circuits.  One option that the simulator provides is the ability to introduce defects (some percentage of cells that are shifted, rotated, deleted, or permanently stuck in one polarization) randomly into the design at a percentage specified by the user.  Thus, M-AQUINAS should be able to tell us how they affect the transmission of, and output of logical signals (simulations will be done in Step 5).

While M-AQUINAS is capable of performing a detailed simulation, it is also very slow
.  While part of this problem stems from the platform on which the software is built (MATLAB), problems also stem from the fact that the time independent Schrödinger equation is solved for the ground state of each cell in the array.  The core of this proposal will be to develop a new, parallel version of this code that does not rely on MATLAB (see Step 5).  However, eventually we want to move to a point where we know how specific defects will affect the movement of logical data, and classify this information such that software can be developed for a logical simulator that encapsulates it, avoiding the need for continuous, detailed, physical simulations.  Work here will lay the foundation for the development of such a logical simulator.  We envision that such a simulator will share a common interface with the physical simulator and will evolve in the coming years.
Milestones:  The user interface for the physical simulator will become the interface for a future logical simulator.  Together with Richard Fujimoto of COC, we will develop software with this thought in mind.  The infrastructure for a logical simulation engine will also evolve.
Impact:  We will have a starting point for faster, less complex simulations that will be used to verify a design’s logical correctness.
Step 5:  Resimulate for logical correctness in the presence of defects:  While QCA simulators are emerging, they are all limited with respect to the size of circuits that they can practically model; and with circuits on the order of 1011 elements envisioned, there is an obvious need for tools that are able to effectively simulate very large QCA systems.
Proposed Work:  Richard Fujimoto and I will rewrite M-AQUINAS.  The first goal of this project is the development of a scalable QCA simulation framework that will include the following five characteristics:  (1) Multi-resolution modeling:  The simulation framework must support detailed modeling (e.g., physical level modeling) of critical portions of a circuit, but more abstract, time efficient, lower resolution models in other portions to gain computational efficiency.  (2) Parallel simulation:  high performance computing techniques are needed to enable the modeling of circuits too large to fit on a single computer, as well as to speed up the execution of simulators.  Scalable model execution techniques will be used in order to achieve one to two orders-of-magnitude improvement in simulation speed.  (3) Interoperability:  The framework must support the concurrent execution of multiple, interacting simulation engines, each potentially executing different models, possibly operating at different time scales and resolutions.  The framework must be designed to enable integration of separately developed simulation tools to allow exploitation of new and existing software developed by others in academia and industry.  (4) Grid computing and web services:  Extensions to the framework are required to support emerging standards in the grid computing and web services community to exploit these technologies as they are enhanced and refined.  (5) Object-oriented design:  Appropriate design methodologies must be used to promote modularity and facilitate software re-use.  An addition goal is the population of the QCA simulation framework with models and software.  Specific objectives include parallel physical level simulation and circuit layout tools.  This project will exploit extensive prior research and where applicable, software developed by the investigators in realizing parallel and distributed simulation frameworks.  

Milestones:  Research activities will follow along the lines of the research objectives outlined above.  One thread will focus on the definition of the overall QCA simulation framework supporting each of the design objectives outlined above.  This activity will exploit and adapt existing software, techniques and methodologies currently employed by the investigators in the development of scalable simulation frameworks, as well as survey and evaluate software being developed elsewhere, e.g., at the University of Notre Dame and the University of Calgary, for suitability for incorporation into the framework.  The second thread will focus on populating the QCA framework with models and software.  Toward this end, we will develop an efficient version of the M-AQUINAS simulator developed at the University of Notre Dame.  

Impact:  This toolset will allow us to efficiently simulate QCA circuits at both a physical and logical level – in the presence of defects.  This will help us to determine the breaking points in our circuit, and tell us what level of redundancy is needed in design.  Again, this will also have significant impact on HS student outreach, and will be used for a design project in my course.
Step 6:  Add redundancy to combat defects:  Simply stated, work related to this step will involve adding redundancy into existing designs to ensure that they produce the correct logical output.  What level of redundancy is needed will be determined by Step 5.

Proposed Work:  Three different ways of adding “redundancy” into a circuit are envisioned; all will be investigated in an effort to see when each method is best used, or when a given method must be used.  The first way in which we can add redundancy is to design and build circuits with “thicker” parts (an example of a thicker wire appears in Fig. 8).  Thicker wires are more tolerant of fabrication defects [17].  Thus, in Fig. 8, the one cell wire may not transmit a logical value successfully, but the thicker wire should.  Other circuit elements can also be made with similar redundancies [17].  Redundancy – or better stated, robustness – can also be increased by a stronger clock.  With a stronger clock, a cell should be more tolerant to Ekink (see Fig. 7).  Finally, we can simply build multiple copies of essential functional units, so if one does not work because of fabrication defects, another might.  The smaller sizes of QCA devices could still lead to density wins.  (Note that other nano-scale devices use this assumption as well [10], [26].)
Milestones:  The obvious result from this step should be designs that function in the presence of statistical defects.  Even more broadly, when considering the work involved with Steps 4-6, we are essentially forming the equivalent of micron rules for circuits in CMOS (a list of minimum feature sizes and spacings for all masks).  QCA-based micron rules will be heavily related to area and yield.  Increased redundancy will require increased area.  If high yield is desired, designs will most likely consume more space.  If lower circuit density is desired, more defective “chips” should be expected because of a lack of a redundancy.  I also will compare designs that are built to tolerate defects, to functionally equivalent designs that would results from Step 2.  Specifically, I will analyze the effects of redundancy on circuit area, performance, power dissipation due to cell switching, etc.  Also, in year 2-4 of this project, I anticipate sponsoring a HS teacher to work with me in the summer.  Ideally, this individual will become more familiar with design/design tools so that HS students working on related projects will have a daily presence/contact in the classroom.
Impact:  The results from Steps 1-6 of the DM will provide the needed insight to addresss whether or not “two dimensional and smaller” (i.e. nano) is better than “three dimensional and bigger” (silicon).
Step 7:  the number of cells allowed per clock window:  Steps 1-6 should produce a schematic with enough redundancy to produce the correct logical output given the expected statistical defects.  The DM now moves to a physical clock structure.  Step 7 will simply provide an upper bound on the number of cells that are allowed in a single clock window (if the clock generation mechanism is underneath the QCA substrate, this is how “wide” a clock window can be).  No new research is proposed in this step.  Using a design from Step 6 as context, the upper bound will just be calculated.  Specifically, the number of cells must be less than exp(Ek/kbT) [2] – where Ek is our assumed (worst-case) kink energy (i.e. energy in the environment; see Step 8 for more), kb is Boltzman’s constant, and T is the operating temperature in degrees Kelvin [4].  This is the first step in designing a physical clock structure.  If the required electric field is to be generated by silicon wires, how wide a given window of computation will be will be determined in part by the physical position of the generating wires.  The number of cells allowed per window will constrain this physical design of the clock.
Step 8:  An environmental quality model:  Kink energy (Ekink) can act as a source of error that could disrupt a computation, induce error, and result in the incorrect logical output.  This step of the DM uses a model that should tell the designer whether or not the environment will produce enough energy to disrupt a computation.  
Proposed Work:  To develop a sound environmental quality model, I will work with physical scientists to categorize all sources of external energy that could disrupt a computation (and categorize their significance).  At present, we have identified two candidate sources of disruptive external energy.  The first is background charge from DNA.  The energy of interaction between two dipoles (a.k.a. how data is moved from cell-to-cell) is proportional to 1/r3 (where r is the distance between QCA molecules).  However, a charge and a dipole can also interact electrostatically – and their energy of interaction is proportional to 1/r2.  DNA tiles can provide this charge and have a greater influence on the next QCA cell to switch that the cell that is supposed to be driving it.  Categorizing any effect is essential.  Another source of external energy is operating temperature.  In fact, Step 7 is necessary because switching events dissipate heat that could disrupt a computation.  I will work physical scientists to identify any other sources.  Thus, proposed work is to categorize all possible defects, and mathematically express their effects on computation.  I will also eventually add an operating environment feature to the simulator.
Milestones:  the environmental quality model and later, integration into the simulator structure.
Impact:  Step 6 tells us if our circuit will provide the correct logical output in the presence of physical defects.  The work related to Step 8 will tell us if that same circuit with defects will produce the correct logical output in a target environment.
Step 9:  An initial clock structure:  A silicon clock structure must be designed to produce the required electric field.  Eventually, basic information from Step 1 and the upper bound on the number of cells allowed per clock window must be seriously considered.  Note that a “window” is defined as the maximum area of cells turned on between the most recent cell turned “OFF”, and the most recent cell turned “ON”.  No new research is proposed for this step.  The design process, will just create a sketch of how the clock/direction of electric field movement will move data in the QCA cells/layer, and initially consider wire pitches, etc. to provide some protection against a more detailed design becoming physically impossible to fabricate.
Step 10:  Is the clock structure good enough?:  This step in the DM will involve a detailed physical layout and modeling of an adiabatic QCA clock structure.  The proposed work is closely related to two research areas: clocking in QCA devices and adiabatic circuits. As discussed earlier, the results in [6-7] justify the needs for a clocking structure in QCA-based systems. However, little consideration has been given to the construction of the actual clock structure, or its impact on performance and energy efficiency.
Adiabatic switching has been intensively studied for the design of low-power CMOS circuits. Adiabatic CMOS circuits share one basic feature with QCA cells – both rely on a power clock to provide timing and power to the logic elements. Much of the research related to adiabatic CMOS systems is aimed at developing logic elements that are capable of recovering some amount of the energy expended to perform a task.  While most designs still focus on small toy problems, it would nonetheless be interesting to compare the power consumption of CMOS adiabatic circuits with corresponding QCA implementations. However, before such comparisons can be made, it is crucial that power clock generation be carefully considered for both approaches, as it can be a main source of power dissipation.  The outcome of this step will tell us if it is physically possible to build the clock structure that is desired.  The tools developed will provide the answers.
 
Proposed Work:  A preliminary study has shown that wires with a diameter of 25 nm and pitch of 75 nm would be capable of realizing a systolic pattern matcher (one bit is shown in step 3, Fig. 5). Such feature sizes are possible within the next 10 years as predicted by the 2003 ITRS report [38]. Given a specific QCA circuit, we need to work out the physical location of each clock wire with respect to the QCA cells that the electric field of the wire should cover in order to guarantee the functionality. Moreover, we must consider whether a particular clock network is realizable on the silicon substrate. This requires following the guidelines projected for future, nano-scale CMOS technology. Another challenge in deriving the physical structure is that power clock generators require that each phase of the clock drives a constant capacitive load regardless of the input values. Thus, careful study of the clocking structure, and the impact of the molecular QCA devices on the clock wires will be needed. Hands-on experiments would be a good place to start with this task.
Together with X. Sharon Hu of Notre Dame, I will build a SPICE model for the clock structure.  We will leverage both the data in the ITRS 2003 report [38] and the methodologies developed for metal wire parameter modeling. For example, the work in [39] presents adequate models for wire resistance and wire capacitance as well as the impact of wire scaling on these parameters. Since wires considered in traditional CMOS design are either metal or polysilicon, adjustments would be needed for wires implemented by doped silicon. Parameters such as wire resistance and capacitance could be derived based on existing techniques. Given the deep sub-micron dimensions, we need to study more advanced issues, e.g., the impact of parasitic and signal coupling, to name just a few. With appropriate SPICE models, we will be able to simulate and analyze the performance and power consumption of the clock structure.  To assess the overall performance and power efficiency, we need to include a power clock generator. We plan to borrow from existing designs (e.g., [40]). It would be interesting to see whether the existing design is able to sustain a GHz frequency. 

Milestones:  (1) We will construct the detailed logical and physical clocking structure for the example system referenced in Fig. 5. (2) We will develop the SPICE model for the clocking structure.  (3)  We will compare the power dissipation of computationally interesting (end-of-the-curve) CMOS circuits to the power dissipation from equivalent QCA systems (the QCA molecules and clock circuitry).  We will also have a better infrastructure that can be used to compare QCA to other nano-scale devices envisioned for computation.  (4) We will develop clocks for other designs  in step 2.
Impact:  None of the existing work has examined the power clock generation and distribution problem in the context of providing a clocking structure for a molecular QCA-based system. We believe that the unique environment provided by the QCA cells introduces unique challenges and hence unique opportunities for the analysis of the adiabatic clock generation and distribution. Understanding the nature of this problem and devising methods to study the problem can benefit not only the realization of molecular QCA-based systems, but also other clocking problems.

Step 11/12:  “Skew”/race conditions in QCA designs:  By my definition, “clock skew” in QCA occurs if the window of computation moves too fast, such that all cells in some path do not have time to switch.  For each design generated, we must a.) consider a physical layout of QCA cells (the output of Step 6), and the design for a physical clock structure (Step 10) simultaneously, b.) find the critical path in any window of computation, and c.) compare the data propagation rate over x cells, to the rate of electric field propagation.
Proposed Work:  The proposed work related to this final step is to first mathematically define clock skew.  Next, a skew checker will be integrated into our simulator.  By using the size of a window of computation, its propagation time, the cell switching time, and the above equation, we can provide a good estimate of whether or not all cells will have time to switch (as these pieces of data are based upon real, implementable structures).  Finally, as more and more designs are completed, I will attempt to categorize in what situations, and with what “parts” skew has a tendency to occur – in hopes of avoiding it in earlier stages of the design process
.
Milestones:  A mathematical model of clock skew, more simulator functionality, insights.
Impact:  Besides providing the ability to perform a final check for a workable circuit, the interaction between clock and logic will have a profound effect on the design process, and as a result, education.  Specifically, potential “race conditions” in QCA may not be solvable by simply running a slower clock – e.g. that clock still must generate an electric field with a certain magnitude.  Timing issues created by two semi-independent fabrication processes must be considered and coordinated.  This could significantly change the way that systems are designed.
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Fig. 9:  Timeline; 6 years as some projects have already been/will be started.
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Fig. 1:  4-dot QCA cell.
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Fig. 8:  Wire thicknesses
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Fig. 4:  A possible design/fabrication process.
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Fig 3:  A possible clock implementation.
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Fig. 5:  Potential defects.





If perfect rotation, no interference; otherwise, “when does it break?”





Less probability of a successful switch?  Weaker interactions?





Will cause a logical error – unless an even # of errors occurs [1-2]





What if the substrate isn’t level?  Is this a problem?





Vertical





Better error 


tolerance, but more area





A “short circuit”





Where the cell shouldn’t be…





Rotated cells





Missing cells





Shifted cells





But, with this fab result, designs will still work some predefined % of the time.





A schematic design will not show defects (a design will looks like a “perfect” 3-cell wide wire).





12





Is there


a “race”?





8





Is environmental quality < Ek?





7





Calculate # of cells allowed per clock window





9





Design CMOS clock structure to produce E-field





stop





6





Investigate thicker wires, stronger clocks, etc.





Yes





No





No





No





Yes





No





Yes





Are defects


tolerable?





3





Simulate for logical correctness





2





Do a logical circuit layout in QCA





1





Gather basic information – Ek, required clock strength, etc.





start





Fig. 6:  Design methodology flow chart.
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Fig. 7:  Cell response as a function of clock and driver strength.
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Fig. 2:  (a.) Majority gates:  An arrangements of cells that implement the logic equation AB+BC+AC.  Computation occurs by driving the device cell to its lowest energy state (electrostatic repulsion at a minimum), i.e. when it assumes the polarization of the majority of the 3 input cells [2].  (b.) Wires:  A binary signal propagates from point A to B because of electrostatic interactions between adjacent cells.  (c.) Wire crossings:  QCA wires with different orientations can cross in the plane without the destruction of either value on either wire.  (d.) Rippers:  A signal on a 45-degree wire will alternate between a 1 and 0.  By placing a 90-degree cell between 2 45-degree cells, both the original signal value and its complement can be obtained without an explicit inverter circuit.  As majority gates can be reduced to an AND or OR, QCA’s logic set is functionally complete.





(c.)





Complement





Original signal





wire





45-deg.





wire





90-deg.





Coulomb interactions





Signal propagation





device





output





input





input





input








� Please see the endorsement letter from COC Dean Richard DeMillo.


� Please see letter of support from CEISMC.  Also, note that the student population of Tech HS is anticipated to be approximately 80-90% minority.  Thus, this work will have a significant impact on under-represented minorities.


� Please see the Dean’s letter, as well as a letter of support from Ralph Merkle.


� Note that because of my collaboration with Marya Lieberman – a chemist at Notre Dame working to build the DNA substrates to which chemical molecules can attach, and who is involved with the development of molecular devices – I will have access to experimental data.  Please see her letter of support.  I also work with Craig Lent.


� One of my graduate students, Adam Johnson, is currently working on this project.


� Some work has been done on this with Sung Kyu Lim of ECE at GT and was just funded via an NSF NER grant.


� This work will be done in collaboration with Richard Fujimoto, an expert in parallel and distributed simulation.  Please see his letter of support.


� Because of my collaboration with Lieberman, Fujimoto and I will have access to realistic statistical defect rates.


� For example, 15 seconds are required to compile a system of just 60 cells, and 18.09 minutes are required to produce a movie to visualize the output of the simulator – on a 1.2 GHz machine with 356 RAM.  These numbers were compiled by Nick DePalma, an undergraduate currently working on this project.


� This work will be done in collaboration with X. Sharon Hu – please see her letter of support.


� Masters student Ramprasad Ravichandran is currently working on this project and has developed a preliminary mathematical model.
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