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ABSTRACT
Web technologies are currently being employed to provide end user interfaces in diverse computing environments. The core element of these Web solutions is a Web server that is based on the Hypertext Transfer Protocol (HTTP) running over TCP/IP. Web servers are required to respond to millions of transaction requests per day at an "acceptable" Quality of Service (QoS) level with respect to the end-to-end response time and the server throughput. In many applications, the server performs significant server-side processing in distributed, object-oriented (OO) computing environments. In these applications, a Web server retrieves a file, parses the file for scripting language content, interprets the scripting statements and then executes embedded code, possibly requiring a TCP connection to a remote application for data transfer. In this paper, we present an end-to-end model that addresses this new class of Web servers that engage in OO computing. We have implemented the model in a simulation tool. Performance predictions based on the simulations are shown to match well with performance observed in a test environment. Therefore, the model forms an excellent basis for a Decision Support System for system architects, allowing them to predict the behavior of systems prior to their creation, or the behavior of existing systems under new load scenarios.
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1. INTRODUCTION

Over the past few years, the World Wide Web has experienced tremendous growth, which is not likely to slow down in the near future. The explosion of Internet Commerce service offerings [1] has insured that the “Web” will remain at the center of mainstream communications. Furthermore, the recent emergence of Internet Telephony (IT) service offerings has brought the heretofore-separate world of the Internet into the realm of traditional telecommunications. IT services range from simple “click-to-dial” offerings that use the Internet for voice call setup [2] to end-to-end voice communications that use the Internet for packetized voice transport [3]. At the heart of these Web solutions is a Web server that is based on the Hypertext Transfer Protocol (HTTP) running over TCP/IP. Web servers are required to respond to millions of transaction requests per day at an "acceptable" QoS level with respect to the end-to-end response time and the server throughput. To cope with the increasing volume of transaction requests, as well as the increasing demands of real-time voice communications, a thorough understanding of the performance capabilities and limitations of Web servers is crucial.

Web technologies are currently being employed to provide end user interfaces in distributed computing environments, possibly requiring a connection to a remote application for data transfer (see Figure 1). In many applications, the server performs significant server-side scripting. To this end, many servers implement the Common Gateway Interface (CGI) standard. However, for each invocation of a CGI application a new process is forked and executed, causing significant performance problems on the server side.  To overcome this,  Web servers  may implement an  Application Programming Interface (API) to perform server-side processing without spawning a new process, either by interpreting embedded scripting on web pages, or by dynamically loading precompiled code.

One approach to performing server-side scripting is to implement a script-engine dedicated to process server-side scripts. A typical example of a script engine implementation is the Active Server Pages (ASP) technology in Microsoft’s Internet Information Server (IIS) running on Windows NT. In ASP applications, IIS retrieves a file, parses the file for scripting language content, and interprets the scripting statements. Since a script is interpreted, a complex script may slow down the script engine. Consequently, some script engines (e.g., VBScript, JavaScript) enable instances of objects (e.g., compiled C++ or Java code) to be created on the Web server. In an object-oriented (OO) Web environment, an object’s methods, properties and events are directly accessible from the script.

Web server performance in a distributed, OO environment is a complex interplay between a variety of components (e.g., hardware platform, threading model, object scope model, server operating system, network bandwidth, disk file sizes, caching). However, existing models [4,5] fail to address servers with significant server-side processing that participate in distributed, OO computing. In this paper, we present an end-to-end performance model for the communication between the client and the server performance that incorporates server-side processing in a distributed OO environment. In general, the transaction flows depend on the implementation of the Web server and on the Operating System. In this paper, we focus on the dynamics of the ASP technology for the Microsoft IIS server for Windows NT. However, we emphasize that analogous constructs are also applicable beyond the IIS server. We have implemented the model in a simulation tool. The model is validated by comparing performance predictions based on the model to performance observed in a test environment. The simulation tool forms an excellent basis for the development of a Decision Support System for evaluating the performance of Web servers in a distributed OO environment, allowing system architects to predict the behavior of systems prior to their creation, or the behavior of existing systems under new load scenarios.

2. TRANSACTION FLOWS

Each HTTP transaction proceeds through a Web server along four successive phases: (1) TCP connection setup, (2) HTTP layer processing, (3) script-engine processing, and (4) network I/O processing. The different phases (see Figure 2) are discussed in more detail in sections 2.1 to 2.4.

2.1 TCP Connection Setup Phase

Before information can be exchanged between the client and server, a two-way connection (a TCP socket) must be established. The TCP sub-system consists of a TCP Listen Queue (TCP-LQ) served by a server daemon. A TCP connection is established by the well-known three-way handshake procedure (see [6] for details). Immediately after the TCP socket has been established, the transaction request is forwarded to the HTTP sub-system for further processing. If all slots in the TCP-LQ are occupied upon arrival of a connection request, then the request is rejected and the client must resubmit a connection setup request.

The TCP connection setup phase is modeled by a multi-server blocking model and zero waiting buffer space. Each “server” represents a slot in the TCP-LQ, and the number of servers equals the size of the TCP-LQ. Each customer represents a connection request. If an incoming customer finds all servers busy (i.e., all slots are occupied by other pending connection requests), then the customer is rejected; otherwise, the customer is taken into service immediately. A service time represents the time between the arrival of the connection request at the TCP-LQ and the time at which the three-way handshake is completed. In this way, the service time of a customer corresponds to one round-trip time (RTT) between the server and the client.

2.2 HTTP Layer Processing Phase
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The HTTP sub-system consists of an HTTP Listen Queue (HTTP-LQ) and a number of multi-threaded HTTP daemons that coordinate the processing performed by a number of (worker) threads. The dynamics of the HTTP sub-system are described as follows:

1. If an HTTP thread is available, then the thread retrieves the requested file. If the file requires script processing, then the transaction is forwarded to the script engine for further processing (see section 2.3); otherwise, the file content is forwarded to the I/O sub-system (see section 2.4).

2. If all I/O buffers are occupied at that time, then the HTTP thread remains idling until an I/O buffer becomes available.

3. If there is no HTTP thread available, then the transaction request enters the HTTP-LQ (if possible), and waits until it gets assigned a thread to handle the request.

4. If the HTTP-LQ if full, then the transaction request is rejected, the TCP connection is torn down, and the clients receives a “connection refused” message.

The HTTP sub-system can be modeled by a multi-server finite-buffer blocking system. The servers represent the HTTP threads, the customers represent transaction requests, and the buffer represents the HTTP-LQ. The number of servers equals the number of threads, and the buffer size is the length of the HTTP-LQ. If a server is available, then the customer is taken into service immediately. Otherwise, the customer enters the HTTP-LQ; if the queue is full, then the customer is rejected. The customer occupies the thread from the time at which a thread starts to handle the transaction request until the thread becomes available for handling another transaction request.

2.3 Script Engine Processing Phase

The dynamics of a script-engine (SE) generally depend on the Web server implementation and on the Operating System. In this section, we focus on the dynamics of the Active Server Pages (ASP) technology for the IIS Web server running on Microsoft Windows NT. However, the constructs discussed below are also applicable beyond the IIS server. We emphasize that the aim of discussion is to give the reader a general understanding of the type of performance issues related to different SE implementations, not to discuss the ASP technology in great detail. To this end, the terminology used will be generic and may deviate from the ASP-specific terminology. The reader is referred to Microsoft documentation for extensive discussions of the ASP internals and the ASP terminology.

The SE sub-system is equipped with a SE Listen Queue (SE-LQ) and a pool of threads dedicated to interpreting scripting statements and executing embedded code (e.g., C++, Java). During object execution, communication with a remote backend server may be needed (e.g., to perform a database query), possibly requiring a TCP/IP connection to the backend server to be established and subsequently torn down. The transaction flows related to the SE depend on the object scoping and threading models. Below we outline the basic ideas of object threading and scoping models (for the ASP technology), and their impact on the performance of the SE sub-system.
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2.3.1 Object Threading Model 

Objects can be classified as single-threaded or multi-threaded.
 A single-threaded object has so-called thread affinity. That is, the object’s methods can only be executed by a dedicated thread, so that the object can never be accessed concurrently. If another thread needs to access the object’s methods, it will have to request the thread that owns the object to access the object on its behalf. Hence, all method calls to a single-threaded object must be serialized on a specific thread. In contrast, a multi-threaded object is not owned by a specific thread, and can be accessed concurrently by multiple threads, with no guarantee concerning which thread will execute a given method invocation. Implementers must therefore protect resources (e.g., shared static variables) used by a single instance of the object against concurrent access. We refer to [7] (and references therein) for more details on threading models.

2.3.2 Object Scope

Objects are also classified according to their so-called scope. The scope of an object is associated with the lifetime of the object. Two extreme examples are Transaction Scope Objects
 (TSOs) and Application Scope Objects (ASOs). A TSO lives only for the duration of a single object request. A TSO is created, executed, and dereferenced over the course of the request. Multiple TSO object requests result in multiple instances of the object. In contrast, an ASO lives for the complete duration of the application. An ASO is created when the application is started. Only a single instance of the object will exist for the duration of the application. Session Scope Objects (SSOs) fall in between TSOs and ASOs in the sense that they live only for the duration of a user’s session. The reader is referred to [9,10] (and references therein) for more information on object scoping models.

2.3.3 Performance Modeling 

The object scoping and threading models may have a strong impact on the performance of the Web server. The dynamics of the SE sub-system depend on the scoping and threading models, which lead to different performance models, depending on the implementation of the Web server. Several possible performance modeling approaches are addressed below.

The simplest model is obtained in the case when all objects are TSOs. A TSO is created, executed, and dereferenced over the course of a request by a specific thread. Because the TSO only lives during the course of a single request, there is no concurrency in accessing the TSO by other threads. Therefore, this scenario can be modeled by a multi-server queueing model, where the servers represent the threads, the customers represent transaction requests entering the SE sub-system, and the time needed to create, execute, and dereference the TSO is incorporated into the service time.

A different performance model is obtained for single-threaded ASOs (and SSOs), which are owned by a specific thread, T*, but which are not dereferenced after execution. In this case, the ASO’s methods can only be accessed by T* and transaction requests handled by other threads that need to execute the ASO are serialized through T* to execute the object. These dynamics can be modeled by a single-server queue, where the server represents T*, the customers represent transaction requests owned by other threads that need to access the ASO, and the service times represent the CPU time required to serialize a transaction and to execute the ASO. Note that it may be possible (although not desirable) that T* owns multiple ASOs, which leads to a similar model.

Another situation arises for multi-threaded ASOs (or SSOs), which are not owned by a specific thread, and can be accessed concurrently by multiple threads. This type of situation may be modeled by a multiple- (possibly infinite-) server queueing model, where the servers represent the access ports to the concurrently accessible ASO, and the customers represent transactions or threads that need to access the ASO. The speed at which the active servers work generally depends on the amount of "critical sections" in the ASO object code. In the extreme case where all sections are critical, the server node may be a Processor Sharing node, i.e., where the speed of the active servers is inversely proportional to the number of active servers (see for example [11]). In the other extreme case where the amount of critical sections is negligible, the server speed may be assumed to be independent of the number of active servers.

We reemphasize that the discussion of the modeling of different combinations of threading and scoping models is intended only to give a global idea of the type of performance issues related to different threading and scoping models in an OO environment. Clearly, refinement of the models may be required in specific implementations.

2.4 I/O Processing Phase

The I/O sub-system consists of a number of parallel I/O buffers, an I/O controller (IOC), and the connection from the server to the network. The contents of the I/O buffers are "drained" over the network connection to the network. The draining of the different I/O buffers over the network connection is scheduled by the IOC. The IOC visits the different I/O buffers in a round-robin fashion, checks whether the I/O buffers have any data to send, and if so, places a chunk of data onto the network connection. The communication between the server and the client is based on the TCP flow control mechanism (see [6] for details). The transmission unit for the TCP/IP-based network connection is the Maximal Segment Size (MSS), i.e., the largest amount of data that TCP will send to the client at a time. Therefore, the files residing in the I/O buffers are (virtually) partitioned into blocks of 1 MSS (except for the trailing part of the file). The window mechanism implies that a block of a file residing in an output buffer can only be transmitted if the TCP window is open. Notice that the arrival of acknowledgments generally depends on the congestion on the network. Therefore, the rate at which I/O buffers can drain their contents may be affected by congestion on the network.

The dynamics of the I/O subsystem can be modeled as a single-server multi-queue polling model with finite buffers. Each queue represents an I/O buffer. The server represents the IOC, and the service times represent the time to transmit a file block. When the server arrives at a (non-empty) queue, it transmits one or more file blocks (depending on the TCP window size); if the window is closed, then the server immediately proceeds to the next queue. We assume that the time for the server to proceed from one queue to the next is negligible. The dynamics of the TCP flow control mechanism can be modeled along the lines of Heidemann et al. [4] for a variety of slow-start algorithms.

To understand the end-to-end performance of the Web server, it is important to understand the interactions between the different sub-systems discussed in sections 2.1-2.4. To this end, let us consider what happens if the network connection between the Web server and the client is congested for some time period. Then the network RTT increases, so that the TCP acknowledgments (from the client to the server) of the receipt of file blocks by the client are delayed, implying that the “drain rate” of the I/O buffers decreases. This, in turn, implies that I/O buffers become available to the HTTP and SE threads at a slower rate, so that these threads may have to wait for a longer time period to get access to an I/O buffer to “dump” the output content. Since the threads are idling as long as they are waiting for an I/O buffer to become available, the availability of the threads will go down, and the HTTP and SE LQs will tend to fill up and overflow, which may lead to blocking of incoming transaction requests. In this way, performance problems in the network may imply performance problems in the Web server itself.

3. IMPLEMENTATION

To obtain and validate performance predictions based on the model discussed in the previous section, we have implemented the model in a simulation tool called Q+. The tool provides a GUI for debugging and demonstration purposes. In addition, we have implemented a C Programming Interface (CPI) to the model. The CPI allows the user to disable the GUI and run the model in the background, which is significantly faster. The GUI implementation of the model (see Figure 3) is outlined below.



 To implement the dynamics of the model, we have used a token-pool mechanism. Each entry in the TCP-LQ, each buffer spot in the HTTP-LQ or SE-LQ, each HTTP or SE thread, and each I/O buffer corresponds to a unique token. Free tokens reside in the TOKEN_POOL node, and occupied tokens reside in the USED_TOKENS node. Each transaction enters the system at the ARRIVAL node and leaves in the sink, either via the REL_TOKEN node (when the transaction has been performed successfully) or via the BLOCK_PROB node (when the transaction has failed). A transaction that needs to allocate a token (e.g., to reserve a buffer spot, to access a thread, or to reserve an I/O buffer), enters the ALLOC_TOKEN node. If no token of the type required is available (e.g., when a buffer is full, when all threads are occupied, or when all I/O buffers are occupied), then the transaction may either wait (idle) in the ALLOC_TOKEN node until a token becomes available (e.g., when allocating an I/O buffer), or the transaction may enter the REATTEMPT node (for reattempts) or the BLOCK_PROB node (when the transaction is rejected). When a transaction is assigned a thread, the transaction is executed on one of the processors (P1 to P4). A token is released by entering the REL_TOKEN node. The I/O buffers and IOC are implemented in the I/O_PROC node, the TCP flow control is implemented in the INET node, and backend communication is implemented in the BACKEND node (not shown in Figure 3). 

The model is rather complex and has a fairly large number of input parameters. The main input parameters are the transaction request rate, the TCP-LQ size, the HTTP-LQ size, SE-LQ size, the number of HTTP threads, the number of SE threads, the HTTP thread CPU-time, the SE thread CPU time, the percentage of transactions that require script processing, the number of I/O buffers, the I/O buffer size, the average file size, the number of CPUs, the MSS, the network connection speed, the modem speed, the client-server acknowledgment Round Trip Time (RTT) distribution, the maximum TCP window size, the fraction of transactions that require backend communication, the server-backend RTT distribution, the reattempt probability, the distribution of the reattempt time interval, amongst others. 

The output parameters in the current implementation are (a) the effective server throughput, (b) the end-to-end response time (mean and standard deviation), and (c) the fraction of transactions that are blocked at the TCP, HTTP and SE sub-systems, respectively.

4. VALIDATION

To validate the simulation model, we compared model predictions with observed measurements taken on IIS under load test for a variety of datasets. The results are outlined below.

4.1 Test Environment 

The Web Server test configuration is shown in Figure 4. The top left machine in the first row represents the Web Server under Test (SUT) executing on an HP LX Pro workstation. The SUN-E4000 shown in the top row on the right was used as a load generator machine for simulating client requests and as a backend-end server running an application that participated in distributed OO computing. The other workstations were used as load generators, while the leftmost machine in the bottom row also stored performance test data. The servers were connected via a 100Mbit/s Fast Ethernet LAN.
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4.2 Results
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We have performed experiments with a variety of datasets. The details are omitted for compactness of the paper. In all cases, the SUT was exposed to different transaction request rates, and the responsiveness of the SUT was measured in terms of the throughout (i.e., the number of transactions per time unit) and the residence time (defined as the time between the transaction entering service at the HTTP sub-system until the output file was entirely placed into an I/O buffer). Figure 5 shows the predicted and empirical residence times for several transaction request rates for dataset IV, and Table 1 shows the maximum throughput (TP), both the measured values and the values predicted by the simulation model, for the different datasets. 

Dataset
Measured TP
Predicted TP

I
125
123

II
54
55

III
13
13

IV
177
179

Table 1. Measured and predicted maximum throughput for different datasets

The results in Figure 5 and Table 1 indicate that the simulation model results are consistent with the empirical test results.

5. MODEL EXTENSIONS

The model can be extended in several directions. First, in the current model a separate TCP connection is established and torn down for each individual file, which is known to degrade the server performance. To overcome this, one may use the concept of persistent connections, where multiple files are  transmitted over the same TCP connection. It would be interesting to incorporate the concept of persistent connections into the model and study its impact of the end-to-end performance of the Web server. Second, in the current implementation of the model the objects are assumed to be of transaction scope.   To study the impact of the object scoping models in more detail, we are currently implementing the dynamics of session scope and application scope objects into the model (see section 2.3 for more details on the modeling). Third, in this paper the modeling of the script-engine node has been focused on the dynamics of the Active Server Component (ASC) of the Microsoft’s IIS server. It is a challenging topic for further research to incorporate other script engine implementations, such as servlet technology, into the model and study its impact on the end-to-end performance of the server.

6. CONCLUDING REMARKS

The final objective for both testing and modeling Web Server performance is to identify appropriate configuration guidelines for deploying Web Servers. Although TESTING is an important technique for assessing Web Server performance, it has several severe drawbacks: 

1. load/stress testing is extremely time-consuming and tedious

2. testing alone is of limited applicability beyond the test workload and is not generalizable

3. testing alone cannot predict the performance tradeoffs in advance of major new software releases.

Hence, MODELING is critical to further understand the performance capabilities and limitations of Web servers. We reemphasize that a simulation model of a Web server is extremely useful as a Decision Support System for system architects, allowing them to predict the behavior of systems prior to their creation, or the behavior of existing systems under new load scenarios.

For Web servers that engage in OO computing, it is important to analyze factors that affect threads responsible for script and object execution. These factors include whether the scripting thread pool is synchronous versus asynchronous [8], whether objects are single or multi-threaded, whether the object executes within the Web server’s process space, thread affinity, and thread message filtering. Note that these factors can be contrasted with factors previously investigated in Web server performance studies (e.g., file-size distribution, transaction request arrival process, TCP window control algorithms, different versions of HTTP). A simulation model offers an ideal tool for such an investigation.

7. REFERENCES

[1]
AT&T Easy World Wide Web service, http://www.att.com/easywww/

[2]
AT&T Just4Me service, http://www.att.com/just4me/

[3]
AT&T Connect ’N Save service, http://www.connectnsave.att.com/
[4] 
Heidemann, J., Obraczka, K. and Touch, J. (1997), Modeling of the performance of HTTP over several transport protocols. IEEE Trans. Netw. 5, 616-630

[5] 
Slothouber, L.P., A model of Web server performance, http://louvx.biap.com/whitepapers/performance/overview/

[6] 
Stevens, R.W. (1994). TCP/IP Illustrated, Vol 1 (Addison Wesley)

[7] 
Box, D. (1998), Essential COM (Addison Wesley Longman, Inc.)

[8] 
Hu, J., Pyarali, I. and Schmidt, D.C. (1997), Measuring the impact of event dispatching and concurrency models on Web server performance over high-speed Networks, IEEE Proceedings of the 2nd Global Internet Conference

[9] 
Corning, M., Elfanbaum, S. and Melnick, D. (1997), Working with Active Server Pages (Que Corporation, Indianapolis, IN) 

[10]
Box, D., Active Server Pages and COM apartments, http://www.develop.com/dbox/aspapt.asp
[11] Kleinrock, L.K. (1976). Queueing Systems, Vol. 2 (Wiley & Sons, New York)

remote application





distributed environment











remote application





client





client





Web server





client





Figure 4. Test configuration





Figure 1. Illustration of a Web server in a distributed computing environment





Figure 2. Model of the transaction flows within Web server





Figure 3. Implementation of the model
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Figure 5. Simulated and empirical average residence times











� In ASP terminology, an object can live in a so-called apartment, which can be single-threaded or multi-threaded. An object can be "Single-", "Apartment-", "Free-" or "Both-" threaded.


� Also referred to as Page Scope Objects. 
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Sheet1

		RESPONSE TIMES										THROUGHPUT						dataset 8

		SIMULATION										SIMULATION						TEST

		rate		eff rate		w 90% CPU util		simulation		lab test		rate		simulation		lab test				arr		dep		avg delay		sd delay

		1		1		0.9		0.0193				1		1		1		1		16.8		16.4		0.0475254		0.0561454

		100		100		90		0.036				100		100		100		2		16.4		16.6		0.0282924		0.0332368

		160		160		144		0.0881				160		160		160		3		16.4		16.6		0.018701		0.0193869

		170		170		153		0.10725				170		170		170		4		16.8		16.8		0.015161		0.0162468

		180		180		162		0.15				180		179.01		177		5		16.4		16.4		0.0101953		0.00960003

		190		190		171		0.274				190		179.01		178		6		16.6		16.6		0.00804489		0.00553325

		196		194.4		174.96		0.391				196		179.01		179		7		17		17		0.0115319		0.0139639

		198		195.8		176.22		0.786				198		179.01		179		8		16.6		16.6		0.00905531		0.00985046

		200		198.9		179.01		1.35				200		179.01		179		9		16.6		16.6		0.00708353		0.00315378

		TEST				1		0.023										10		16.6		16.6		0.00776217		0.00594582

						177		0.84										11		16.2		16.2		0.00716569		0.00227618

						100		0.03										12		16.8		16.8		0.00757835		0.0055633

						150		0.15										13		16.8		16.8		0.0117926		0.0320981

																		14		16.8		16.8		0.00686555		0.00103821

						rate		simulation		lab test								15		16.8		16.8		0.00734454		0.00283934

						1		0.0193		0.023								16		15.8		15.8		0.00704324		0.00121269

						90		0.036		0.04								17		17		17		0.00712205		0.00125946

																		18		16.6		16.6		0.007335		0.00438936

						150		0.10725		0.12								19		16.8		16.8		0.00719787		0.00258082

						175		0.391										20		16.6		16.6		0.00711657		0.0013152

						176		0.786										21		16.4		16.4		0.00702359		0.0011101

						177				0.84								22		16.6		16.6		0.00714578		0.00134493

						179		1.35										23		16.4		16.4		0.00706501		0.0012295

																		24		16.8		16.8		0.00680898		0.00101011

																		25		16.8		16.8		0.00706842		0.00138695

																		26		16.8		16.8		0.00710575		0.0012349

																		27		16.4		16.4		0.00706097		0.00111792

																		28		16.6		16.6		0.00701316		0.00110686

																		29		16.4		16.4		0.00716691		0.0011873

																		30		17		17		0.00693126		0.00108336

																		31		16.8		16.8		0.00701588		0.00106063

																		32		16.4		16.4		0.00647951		0.000793323

																		33		16.6		16.6		0.00685106		0.00114703

																		34		16.4		15.4		0.0165634		0.0421213

																		35		15.8		16.8		0.00705815		0.00140776

																		36		17.4		17.4		0.00739695		0.00225714

																		37		33.2		33.2		0.00683097		0.001331

																		38		33.2		33		0.00677731		0.00108761

																		39		33		33		0.00685187		0.00138711

																		40		32.4		32.6		0.00673147		0.00114886

																		41		33		33		0.00676639		0.00113377

																		42		34		33.8		0.00694995		0.00167377

																		43		33.8		34		0.00680025		0.00116785

																		44		33		33		0.00668605		0.00100122

																		45		33.4		33.2		0.00687121		0.00130583

																		46		32.6		32.6		0.00680054		0.00119101

																		47		32.4		32.4		0.00676209		0.00112677

																		48		34.2		34.4		0.00680509		0.00114303

																		49		34		34		0.00673645		0.00104384

																		50		33.2		33.2		0.00690173		0.00136244

																		51		33		33		0.00669258		0.00113518

																		52		32.8		32.8		0.00673643		0.00115168

																		53		32.4		32.4		0.00665143		0.00109221

																		54		34		33.6		0.00654909		0.00104884

																		55		34		34		0.00677564		0.00112692

																		56		33.2		33.4		0.00674997		0.00114139

																		57		33.2		33.4		0.00672195		0.0010505

																		58		32.8		32.6		0.00673159		0.00107493

																		59		32.6		32.8		0.00660105		0.00094597

																		60		33.6		33.6		0.00670812		0.00112895

																		61		33.8		33.8		0.00678742		0.00114067

																		62		33.4		33.2		0.00690577		0.00128362

																		63		33.2		33.2		0.00668804		0.00103953

																		64		33		33		0.00677893		0.00104644

																		65		32.4		32.4		0.00661293		0.00100511

																		66		34		34.2		0.00671609		0.00106276

																		67		33.6		33.4		0.00686665		0.00118585

																		68		33.2		33.4		0.00685832		0.00118726

																		69		32.8		32.8		0.00675644		0.00102528

																		70		33.4		33.4		0.0067009		0.00109791

																		71		32.6		32.6		0.00667485		0.00104295

																		72		34		34		0.0068051		0.00107559

																		73		49.8		49.6		0.00681079		0.00116384

																		74		49.8		50		0.0067916		0.00120389

																		75		49.6		49.6		0.00672444		0.0011039

																		76		49.6		49.4		0.00677903		0.00112831

																		77		49.6		49.8		0.0066936		0.00108949

																		78		50.6		50.4		0.00667996		0.00101124

																		79		49.8		50		0.00682784		0.00113546

																		80		50		49.8		0.00676901		0.0012745

																		81		49.4		49.4		0.00676619		0.00108254

																		82		50		49.8		0.00678629		0.0011836

																		83		49.8		50.2		0.00670228		0.00111995

																		84		50.4		50.2		0.00670896		0.00124065

																		85		50		50		0.00694308		0.00152517

																		86		49.8		49.8		0.00692128		0.00170271

																		87		49		49		0.00714812		0.00245221

																		88		50		50.2		0.00703867		0.00154736

																		89		50.2		50		0.00722115		0.00257979

																		90		50.2		50.4		0.00709665		0.00207897

																		91		50		49.8		0.00685843		0.00140785

																		92		50		49.8		0.00685102		0.00128935

																		93		47.6		48		0.00675569		0.0010448

																		94		50.8		50.8		0.00682747		0.00117275

																		95		50		50		0.00680935		0.00121303

																		96		50.4		50.4		0.00670937		0.00114551

																		97		50.2		50.2		0.00663101		0.000985939

																		98		49.6		49.6		0.0068377		0.00115563

																		99		48.8		48.8		0.00679561		0.0011269

																		100		50		50		0.0067584		0.00106475

																		101		50.6		50.6		0.0068037		0.00104261

																		102		50.2		50.2		0.00667653		0.000987345

																		103		50		50		0.00671506		0.00107235

																		104		49.6		49.6		0.00672023		0.00111436

																		105		48.8		48.8		0.00668043		0.00104871

																		106		49.8		49.8		0.00680495		0.00110086

																		107		50.8		50.8		0.0067236		0.00111008

																		108		50		50		0.00667477		0.00104073

																		109		66.4		66.4		0.00693855		0.00123676

																		110		66.6		66.6		0.00780878		0.00348067

																		111		65.2		65.2		0.00766894		0.00206409

																		112		66.6		66.6		0.00752965		0.00226456

																		113		66.8		66.8		0.00755774		0.00250674

																		114		67.4		67.4		0.00741928		0.00149409

																		115		66.4		66.4		0.00741712		0.00200035

																		116		66.2		66.2		0.00747288		0.00239438

																		117		66		66		0.00744117		0.00183725

																		118		66.2		66.2		0.00731396		0.00245649

																		119		67		67		0.00724549		0.00149792

																		120		67.2		67.2		0.00759639		0.00261405

																		121		66.2		66.2		0.00736105		0.00163606

																		122		66.6		66.6		0.00744476		0.00204117

																		123		65.8		65.8		0.00726202		0.00193508

																		124		65.6		65.6		0.00744937		0.00181895

																		125		67.2		67.2		0.00735081		0.00175792

																		126		67.6		67.6		0.00745666		0.00186285

																		127		66.4		66.4		0.00721044		0.00144847

																		128		66.4		66.4		0.00747186		0.00233116

																		129		66		66		0.00722107		0.00146925

																		130		65.6		65.6		0.00743231		0.00239887

																		131		66.8		66.8		0.00736161		0.0018181

																		132		67.4		67.4		0.00790673		0.00286557

																		133		66.6		66.6		0.00787894		0.00319981

																		134		64.6		64.6		0.00725124		0.00155215

																		135		68		68		0.00792982		0.00314513

																		136		65.8		65.8		0.00760011		0.00263249

																		137		67		67		0.0074384		0.00193451

																		138		66.8		66.8		0.00742845		0.00184631

																		139		66.8		66.8		0.00807523		0.00355541

																		140		65		65		0.00736684		0.00197617

																		141		67.6		67.6		0.00741369		0.00177423

																		142		64.6		64.6		0.00727776		0.00162969

																		143		68.4		68.4		0.00746036		0.00181937

																		144		67		67		0.00727585		0.00163661

																		145		83.2		83.2		0.00802537		0.00265004

																		146		81		81		0.00757246		0.00171027

																		147		83.6		83.2		0.00796144		0.00241293

																		148		82.6		83		0.00765803		0.00211771

																		149		85.2		84.8		0.00785927		0.00262563

																		150		82.8		83.2		0.00805838		0.00267229

																		151		83.4		83.4		0.00824786		0.00302789

																		152		81.4		81.4		0.00823152		0.00341991

																		153		83		82.6		0.00810233		0.002938

																		154		82.4		82.8		0.00860939		0.00383103

																		155		84.2		84.2		0.00886301		0.00410087

																		156		84.8		84.6		0.00895316		0.00439335

																		157		83		82.8		0.00916261		0.0047532

																		158		80.6		81		0.00882419		0.0047986

																		159		83.6		83.6		0.00833176		0.00324787

																		160		83		83		0.00830638		0.00280891

																		161		84.2		84.2		0.00813971		0.00293665

																		162		84		84		0.00820925		0.00242693

																		163		82.8		82.6		0.00824232		0.00271461

																		164		81.4		81.6		0.00834827		0.00318156

																		165		83.6		83.2		0.00813165		0.00307669

																		166		83.4		83.8		0.00795288		0.00209987

																		167		83.6		83.6		0.00837832		0.0032197

																		168		81.8		81		0.00865757		0.00402293

																		169		85		85.8		0.00893638		0.00387457

																		170		81.8		81.4		0.00899073		0.00403531

																		171		82.8		83.2		0.0094191		0.0048677

																		172		83		83		0.00950978		0.00546695

																		173		83.2		83.2		0.00912067		0.0043406

																		174		83.2		83.2		0.00945045		0.00460964

																		175		81		81		0.00972068		0.00527127

																		176		85.8		85.6		0.00955806		0.00541961

																		177		83		83.2		0.00964364		0.00503705

																		178		81.6		81.2		0.00886544		0.00417222

																		179		84.4		84.8		0.00913924		0.00466225

																		180		83.2		83.2		0.00873918		0.00381891

																		181		98.2		98.2		0.00894449		0.00485325

																		182		99.4		99.4		0.00961531		0.00589924

																		183		98.4		98		0.00945546		0.0058964

																		184		101.4		101.6		0.00961205		0.00537942

																		185		101.2		101.4		0.00954233		0.00500917

																		186		100.2		99.8		0.00956652		0.00540838

																		187		98		98.2		0.00921764		0.00514974

																		188		97		97		0.00938839		0.00565693

																		189		100.4		100.2		0.00943946		0.00442568

																		190		100.8		101		0.00996556		0.00577943

																		191		102.2		102		0.0103338		0.00557809

																		192		100.6		100.4		0.00880423		0.00358199

																		193		97.2		97.8		0.00871536		0.00364771

																		194		97		97		0.00842325		0.00351182

																		195		101.6		101.4		0.00871062		0.00357732

																		196		100		99.8		0.0095408		0.00552573

																		197		100.4		100.6		0.00977476		0.00482611

																		198		101.6		101.2		0.0102499		0.00551828

																		199		96.4		96.8		0.00969352		0.00553984

																		200		99.6		99.4		0.00983893		0.00475636

																		201		100		100.2		0.00949874		0.00516808

																		202		99.8		100		0.00951935		0.00434164

																		203		98.8		98.8		0.0102388		0.00546694

																		204		101.8		100.8		0.0102288		0.00543202

																		205		98.2		99.2		0.00971273		0.00466675

																		206		99.2		98.6		0.00962714		0.00473077

																		207		100.2		100.4		0.00976055		0.00429649

																		208		101		101.2		0.00967086		0.00471567

																		209		98.2		98.2		0.0094977		0.00490621

																		210		98.4		98.6		0.00978999		0.0051712

																		211		100.8		100.8		0.0101542		0.00556494

																		212		97.8		97.8		0.0092639		0.00400124

																		213		100		99.8		0.00994935		0.00525432

																		214		103		103.2		0.00982987		0.00451269

																		215		98.8		98.4		0.00964412		0.00468307

																		216		98		98.2		0.00901713		0.00397911

																		217		115.8		115		0.00957254		0.00436253

																		218		115		115.4		0.00946323		0.00480307

																		219		116		116.2		0.00925315		0.00412095

																		220		119.4		119.4		0.0105118		0.00667477

																		221		116.2		116.6		0.00950074		0.00485387

																		222		114.2		114		0.00940721		0.00533461

																		223		115.8		116		0.00942486		0.00470045

																		224		116.2		116		0.00949236		0.00464019

																		225		116.2		116.4		0.00961241		0.00518659

																		226		120		119.8		0.00970594		0.00462079

																		227		115.8		115.6		0.00955086		0.00512407

																		228		114.2		114.4		0.00914013		0.00451357

																		229		113.8		113.8		0.00940886		0.00478076

																		230		117.6		117.8		0.00927834		0.00462198

																		231		116.2		116.2		0.00983384		0.00593574

																		232		117		117		0.0100191		0.00536988

																		233		118		118		0.0098852		0.00502219

																		234		115		115		0.00948357		0.00461834

																		235		114.4		114.2		0.00988026		0.00537267

																		236		116.6		116.8		0.00966819		0.004866

																		237		116.2		116.2		0.00921743		0.00425119

																		238		117.6		117.6		0.00877119		0.00328522

																		239		101.4		101.2		0.00891501		0.00383674

																		240		102.4		102.6		0.0088934		0.0042312

																		241		97		97		0.00936599		0.00524189

																		242		100.2		100.2		0.00925082		0.00436772

																		243		99.4		99.4		0.00914841		0.00398967

																		244		101.4		101.4		0.009742		0.00602896

																		245		96.4		96.4		0.00872685		0.00341003

																		246		102.4		102.2		0.0101653		0.00679045

																		247		96		96		0.00873287		0.00410508

																		248		102		102		0.0086826		0.00342221

																		249		100.2		100.4		0.00889156		0.00414407

																		250		119		119		0.2046		0.260145

																		251		117		117		0.0541175		0.0646601

																		252		121		121		0.026878		0.0290916

																		253		126.4		118.4		0.0321456		0.0483551

																		254		120.2		128		0.0505721		0.0753438

																		255		145.2		145.4		0.033965		0.0329899

																		256		135.8		135.8		0.0249107		0.0271867

																		257		133		133		0.0187941		0.016811

																		258		129.6		129.6		0.0151132		0.0128958

																		259		123.2		121.4		0.0144717		0.0155944

																		260		134.4		136.2		0.0186849		0.0190799

																		261		132.2		132.2		0.013737		0.0123189

																		262		121.4		121.4		0.0109957		0.00621813

																		263		116.2		116.2		0.0103857		0.00445296

																		264		112.2		111.2		0.00973286		0.00452395

																		265		107.2		108.2		0.0104587		0.00690172

																		266		119.8		119.4		0.0107999		0.00602977

																		267		123.4		122.6		0.0118495		0.00908803

																		268		121		122		0.0149517		0.0146206

																		269		117		115.4		0.0139533		0.0113886

																		270		107.2		109		0.0125197		0.0116125

																		271		112.2		112.2		0.0103875		0.00540604

																		272		118.4		118.4		0.0128799		0.00951515

																		273		144.4		144.4		0.133877		0.169726

																		274		139.4		133.4		0.072609		0.0798605

																		275		115.2		119		0.0196482		0.0270268

																		276		130		130.8		0.0220079		0.0291201

																		277		133.2		134.6		0.0200289		0.0174728

																		278		131		131		0.0222416		0.020447

																		279		148.8		148.6		0.120103		0.151453

																		280		126		123		0.0571354		0.0622846

																		281		117.4		119.4		0.0628145		0.0649603

																		282		122.4		123		0.0293454		0.0274282

																		283		140.4		141		0.0711627		0.074813

																		284		145.2		134.4		0.0542037		0.0572115

																		285		118.8		129.6		0.0242668		0.0258668

																		286		126		126		0.0250691		0.0247245

																		287		134.4		134.2		0.0298233		0.0295862

																		288		135.4		135.6		0.0226219		0.0219844

																		289		155.8		155.2		0.0227884		0.0264177

																		290		147.2		147.2		0.0206783		0.0236596

																		291		145.4		146		0.0135086		0.00996125

																		292		149.2		149.2		0.0225989		0.0238382

																		293		149		149		0.0213149		0.020306

																		294		154		153.8		0.0191961		0.0166275

																		295		155.8		150.4		0.0278771		0.0303979

																		296		140.8		144.8		0.0458339		0.0628665

																		297		148.8		148		0.0336178		0.0372836

																		298		140.4		141.4		0.0244606		0.0256131

																		299		149.2		150.6		0.0274339		0.0275009

																		300		153.8		153.8		0.0219245		0.0185967

																		301		154.4		154.4		0.0175548		0.0141082

																		302		147.4		146.6		0.0165992		0.0145672

																		303		147.8		146		0.0191363		0.017803

																		304		145.4		147.8		0.0191393		0.0213265

																		305		149		147.8		0.0203038		0.0236817

																		306		155		156.4		0.0181762		0.0147724

																		307		156.8		156.8		0.0240653		0.0265563

																		308		141.4		141.4		0.025105		0.0287595

																		309		144.6		144.2		0.0189027		0.0219223

																		310		150.8		151		0.0399668		0.0417448

																		311		150		150.2		0.0291762		0.0309534

																		312		156.6		156.6		0.022114		0.0210497

																		313		143.4		143.4		0.0127018		0.00838144

																		314		149.2		148.4		0.0210272		0.0249058

																		315		149.8		150.2		0.0165763		0.0150932

																		316		149.8		139.4		0.0324029		0.0603564

																		317		144.2		155		0.0396033		0.065229

																		318		155.4		153.8		0.0243706		0.0220618

																		319		147.6		149.2		0.0218508		0.0256695

																		320		152.6		151.8		0.0222558		0.0272696

																		321		141.4		142.2		0.0172739		0.0202707

																		322		146.4		146.4		0.0311315		0.043946

																		323		157.4		157.4		0.0320581		0.0374997

																		324		152.8		152		0.0312482		0.0330436

																		325		165.6		160.6		0.0421652		0.0449896

																		326		156.8		161		0.0233771		0.0241371

																		327		163.4		165		0.0280681		0.029147

																		328		157.8		157.6		0.0356807		0.0365851

																		329		150		150		0.0370572		0.0345499

																		330		156.8		156.8		0.0317832		0.0304026

																		331		138.8		137.2		0.0227599		0.0283971

																		332		147.8		149.4		0.0346723		0.0370024

																		333		149		148.2		0.0376855		0.0409757

																		334		145.8		146.4		0.0247842		0.0272045

																		335		157.4		157.8		0.0281395		0.028315

																		336		148.2		144.2		0.026028		0.0304695

																		337		147.6		149.4		0.0363296		0.0466699

																		338		148.4		146.8		0.0264116		0.0281396

																		339		162.2		164.4		0.178757		0.179221

																		340		171		171.4		0.0331133		0.0307607

																		341		163.8		160.8		0.0521661		0.0510209

																		342		155.2		159.4		0.032478		0.0336664

																		343		171.8		171.8		0.0289869		0.0250947

																		344		170.2		169.4		0.0288147		0.0286838

																		345		160.8		161.4		0.0238813		0.0215767

																		346		169.8		168.6		0.0300858		0.0293643

																		347		160.8		160		0.0253154		0.030774

																		348		164.2		166.2		0.0266031		0.0278828

																		349		174.8		169.8		0.0652167		0.0537949

																		350		161.8		165.8		0.0325993		0.0273435

																		351		167.8		168.2		0.0295383		0.0255859

																		352		160.4		157.6		0.0265384		0.029584

																		353		162.2		165.2		0.0301359		0.032434

																		354		165.8		165.8		0.0354536		0.0423624

																		355		155.8		155.6		0.042758		0.0438567

																		356		172.8		173		0.181055		0.158052

																		357		167.8		165.4		0.0328625		0.0297374

																		358		156.8		159.8		0.0356525		0.0326524

																		359		156.8		153.4		0.0375457		0.0369949

																		360		169.2		172		0.0580693		0.0553303

																		361		188.8		182.8		0.142475		0.121345

																		362		173		179.4		0.0378917		0.0366963

																		363		176.8		175.8		0.0377719		0.0363435

																		364		181.8		182.4		0.092635		0.113115

																		365		172.6		172.4		0.0429433		0.0375765

																		366		181.2		177.8		0.131442		0.117597

																		367		185.4		189.6		0.0473623		0.0343856

																		368		183.8		183.8		0.0383519		0.0275473

																		369		175		175		0.0387428		0.0348337

																		370		181.6		181.6		0.0438498		0.0350367

																		371		177.8		177.6		0.0571744		0.0466114

																		372		187		187.2		0.028703		0.020701

																		373		185.8		176.4		0.0458191		0.0470254

																		374		174.8		183.6		0.0669018		0.0659015

																		375		176.4		177		0.0299922		0.0266655

																		376		185.8		183		0.0629256		0.0456631

																		377		184		185.4		0.051495		0.0383399

																		378		179.2		180.2		0.0287861		0.0252871

																		379		182.6		178.2		0.0352441		0.0321341

																		380		171.6		175.4		0.0384661		0.0469793

																		381		192.6		184.4		0.181617		0.147211

																		382		171		176.2		0.0527807		0.0471654

																		383		178		182		0.0351085		0.0323673

																		384		185.2		184.2		0.050247		0.0449581

																		385		179		140.8		0.661313		0.49162

																		386		136.2		174.2		0.782596		0.434991

																		387		190.4		171.4		0.400507		0.174087

																		388		160.8		172.2		0.179176		0.137401

																		389		168.8		168.2		0.100483		0.0908131

																		390		176		183.6		0.187347		0.145153

																		391		174.4		176		0.081164		0.0646649

																		392		184.2		178.6		0.0937489		0.0693124

																		393		176.2		180		0.109304		0.0794467

																		394		175.4		177.4		0.103621		0.0712309

																		395		182.2		179		0.095449		0.0629439

																		396		173.4		173.4		0.0825774		0.0658652

																		397		190.4		172.4		0.487116		0.239504

																		398		179.6		178.2		0.591142		0.0815252

																		399		179.6		184.4		0.613567		0.0677489

																		400		181.4		180.8		0.563687		0.072267

																		401		182		178		0.591477		0.0738388

																		402		180.2		181.2		0.520375		0.0968631

																		403		181.2		174.8		0.488865		0.118083
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