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Abstract—This paper presents MAPS —a personalized Multi-
Attribute Probabilistic Selection framework— to estimate the
probability of an item being a user’s best choice and rank the
items accordingly. The MAPS framework makes three original
contributions in this paper. First, we capture the inter-attribute
tradeoff by a visual angle model which maps multi-attributeitems
into points (stars) in a multidimensional space (sky). Second,
we model the inter-item competition using the dominating areas
of the stars. Third, we capture the user’s personal preferences
by a density function learned from his/her history. The MAPS
framework carefully combines all three factors to estimatethe
probability of an item being a user’s best choice, and produces
a personalized ranking accordingly. We evaluate the accuracy
of MAPS through extensive simulations. The results show that
MAPS significantly outperforms existing multi-attribute r anking
algorithms.

I. I NTRODUCTION

Social networks and online communities are one of the
most successful collaborative computing platforms in the
computing and communication history. Personalized ranking
capability is fundamental for search, question answering,and
recommendation in eCommerce and social networks related
applications. Such applications require ranking a set of multi-
attribute items to help a user find his/her best choice among
all items. For example, Alice wants to buy an iPhone 8G
using eBay. There are many sellers selling the iPhones 8G
with different prices and reputations. Alice expects eBay to
provide her a personalized ranking of all sellers with high
ranking accuracy. By high ranking accuracy, we mean that
given a user and a set of multi-attribute items from which
the user needs to select one as his/her best choice, the best
choice should be ranked as high as possible in the ranking
list. Concretely, thebest choiceof Alice refers to the seller
from which Alice will purchase an iPhone after an exhaustive
search over all available sellers.

In this paper, we argue that there are three key factors in de-
signing a personalized multi-attribute ranking algorithmwith
high accuracy: inter-attribute tradeoff, inter-item competition,
and personalized user preferences.

The first factor isinter-attribute tradeoff . Different items
often have different attribute values. When the items with
multiple attributes can be compared, it is straightforwardto
rank them. In eBay, if one seller has higher reputation and
lower price than another, this seller is clearly a better choice.
However, if one seller has higher reputation and higher price
than another seller, it is hard to determine which one is

better. In this situation, the inter-attribute tradeoff needs to
be considered. Existing approaches concentrate on balancing
weights of multiple attributes for each item. In this paper we
argue that only considering inter-attribute tradeoff may not
be sufficient. We observe that when it is hard to compare
items with contradicting inter-attribute tradeoff, a useralso
makes his/her best choice decision based on other factors,
especially the competition between sellers with similar prices
and reputations in the eBay case. This motives us to introduce
the next factor.

The second factor isinter-item competition. The proba-
bility of an item being a user’s best choice depends on not
only its own attribute values, such as price and reputation of
the seller, but also other similar items that are in competing
value ranges. For example, the existence of an iPhone seller
will reduce the probabilities of other iPhone sellers, who have
prices and reputations similar to this seller, being the best
choice. In this paper, we show that inter-item competition not
only plays an important role in determining the probabilityof
an item being the best choice, but also helps in making inter-
attribute tradeoff in the situation where the multiple attributes
of items being ranked do not agree with one another. Thus, we
argue that a ranking algorithm should incorporate inter-item
competition by jointly considering other similar items when
calculating an item’s ranking score.

The third critical factor ispersonalized user preferences.
We argue that both inter-attribute tradeoff and inter-item
competition can vary significantly for different users or for the
same user under different contexts. In eBay, we observe that
some users prefer sellers with low price and reasonable reputa-
tion, some users prefer high reputation and reasonable price,
and some extreme users always choose the items with the
lowest price. Furthermore, a user may prefer sellers offering
low price when purchasing a cheap product, and prefer sellers
with high reputation when purchasing an expensive product.
Thus, a ranking algorithm should capture personalized user
preferences with respect to inter-attribute tradeoff and inter-
item competition.

Unfortunately, most existing multi-attribute ranking algo-
rithms rank a set of items based solely on inter-attribute
tradeoff and personalized user preferences on how such inter-
attribute tradeoff is handled. However, they fail to address
inter-item competition. Concretely, existing multi-attribute
ranking algorithms fail to capture the background knowledge
of a user about how he/she has handled the inter-item compe-
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tition in the past when items being ranked have contradicting
attribute values. We show in this paper that existing algorithms
work well only in simplistic scenarios and tend to fail drasti-
cally for users with slightly more sophisticated preferences in
terms of inter-item competition. As a result, existing ranking
algorithms produce low ranking accuracy, i.e., placing a user’s
best choice at low position on the ranking list.

With these challenges in mind, we present MAPS− a
personalized Multi-Attribute Probabilistic Selection fr ame-
work. The MAPS is unique in three aspects. First, MAPS
presents a visual angle model, a novel approach to modeling
items such that inter-attribute tradeoff and inter-item compe-
tition can be elegantly captured using the same underlying
model of items. Second, MAPS presents a methodical scheme
to modeling personalized user preferences by capturing the
past behaviors of a user in terms of how the user makes
the best choice selection. Third but not the least, MAPS
develops a probability-based ranking algorithm. It estimates
the probability of each item being a user’s best choice as the
ranking score to rank the items that match to a user’s query.

We evaluate MAPS through extensive simulations. We
show that MAPS offers higher ranking accuracy compared
to existing multi-attribute ranking algorithms. Furthermore,
MAPS requires a short learning curve and can scale to a large
number of items. To the best of our knowledge, MAPS is the
first multi-attribute ranking algorithm to date that identifies
and incorporates inter-item competition into both the ranking
score computation and the personalized user preference profile
construction processes.

The rest of the paper is organized as follows. Section II
describes the problem formulation and illustrates the limita-
tions in existing ranking algorithms. We introduce MAPS in
detail in Section III. We evaluate the performance of MAPS
in Section IV and conclude in Section VI.

II. PROBLEM DEFINITION

A. Problem formulation

The problem of personalized multi-attribute ranking focuses
on providing a ranking list of items in response to a given user
query. The goal is to ensure high accuracy in the sense that
the user’s best-choice item, which the user will choose after
an exhaustive search over all items, should be ranked as high
as possible on the ranking list. Existing multi-attribute ranking
algorithms address the problem solely based on inter-attribute
tradeoff through weight function design and differ from one
another mainly in terms of concrete weight functions. In this
paper we argue that the multi-attribute item ranking shouldbe
based upon a user’s personal preferences on both inter-attribute
tradeoff and inter-item competition.

We formulate the multi-attribute ranking problem using the
running example that Alice wants to buy an iPhone 8G, and
the e-market hasn sellers selling it. These sellers form the
seller set or the item set in general, denoted bySset =
{S1, S2, ..., Sn}. Different products often have different seller
sets. We refer to the different products as the differentcontexts
or queries of our ranking problem.

A seller has many attributes, such as name, location, spe-
cialty, product name, unit price, shipping cost, and reputa-

tion. Typically only a subset of the attributes is used for
ranking (e.g., unit price, shipping cost, and reputation).We
call this subset of attributes the ranking attributes. These
m ranking attributes form theattribute set, denoted by
Aset = {A1, ..., Am}. For example, in eBay, Alice selects
the best iPhone seller based on two ranking attributes: price
(sum of unit price and shipping cost) and reputation.

In general, a user considers the tradeoff between the ranking
attributes (Aset) of the items (Sset) based on his/her personal
preferences, and chooses the best one. We refer to this chosen
one as the user’sbest choice, denoted bySB. The goal of
the multi-attribute ranking algorithm is to rank the item set
of a context for a given user, such that the user’s best choice
(SB) is ranked as high as possible in the top-down ranking
list of items. For presentation convenience, we may simply
use attributes to refer to ranking attributes in the rest of the
paper when no confusion occurs. Similarly items and sellers
may be used interchangeably.

In the rest of the paper we will focus the discussion more
on the original contributions of MAPS. Thus, we assume that
the users considered in this paper are rational in the sense that
they only choose the sellers that are not worse than any other
one in the seller set. For example, if a seller offers higher
price and lower reputation compared to another seller, none
of the rational users will choose this obviously “worse” seller
since none of its attributes is competitive compared to the
other seller. Therefore, we assume that all sellers inSset are
skyline sellers [1], so none of the sellers considered in our
seller set will be worse than another seller.

B. Ranking quality metric

Let Vi denote the ranking score of itemSi andVB denote
the ranking score of the best choice. Since the items are
ranked according to their ranking scores, which represent their
likelihood of being the best choice within the item setSset,
we evaluate multi-attribute ranking algorithms withranking
quality , which is the percentage of the items whose ranking
scores are smaller than the ranking score of the best choice.

Ranking quality =
|{Si ∈ Sset|Vi < VB}|

|Sset| − 1
. (1)

We useRi to denote the ranking position of the itemSi, which
means the position of this item on the ranking list of then
items inSset. We useRB to denote the ranking position of
the best choice. The highest rank is 1 and the lowest rank is
n. We can also formulate ranking quality as follows.

Ranking quality =
n−RB

n− 1
. (2)

This ranking quality metric amounts to say that if the best
choice has ranking position 1, the ranking quality is 1, so
the ranking score of the best choice is the largest among all
the items. When the best choice has ranking positionn, the
ranking quality is 0, so the ranking score of the best choice
is the smallest among all the items. Thus, the higher is the
ranking quality, the better accuracy is the ranking algorithm.

C. Example

To clearly state our formulation, we give an example used
throughout this paper. In eBay, a user sends a query searching
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Seller ID Price Reputation
S1 $480 49
S2 $667 352
S3 $685 1560
S4 $778 5885

TABLE I
SKYLINE SELLERS OF IPHONE 8G IN EBAY

for “iPhone 8G” sellers. This user judges the sellers based
on two attributes: price and reputation. The reputation of a
seller is calculated as the number of the seller’s previous good
transactions subtracted by the number of the seller’s previous
bad transactions. In general, a user prefers high reputation and
low price. Among the seller set returned for this query, there
are four skyline sellers, denoted byS1, S2, S3, andS4. The
seller IDs (Si), price (pi), and reputation (ri) are shown in
Table I. Note that the data in Table I are real data collected
from eBay.

We explain the meaning ofranking qualitywith an example.
Assume that Alice will chooseS3 as her best choice from
the four sellers.Algorithm1 rank the items asS1 > S2 >
S3 > S4 which meansRB = 3, so the ranking quality is
(4− 3)/(4− 1) = 0.33. Algorithm2 rank the items asS3 >
S4 > S2 > S1 which meansRB = 1, so the ranking quality
is (4 − 1)/(4− 1) = 1. Algorithm3 rank the items asS2 >
S1 > S4 > S3 which meansRB = 4, so the ranking quality
is (4 − 4)/(4 − 1) = 0. We can conclude that the ranking
quality of Algorithm2 is the best and the ranking quality of
Algorithm3 is the worst.

D. Limitations in weight-based ranking approach

The problem of ranking items with multiple attributes
has been addressed in literature [2]–[4]. Different methods
simply provide different weight functions in terms of how to
combine the attributes of items for ranking. This weight-based
multi-attribute ranking is currently used in some commercial
systems, such as eBay [5].

In the weight-based multi-attribute ranking approach, utility
scores are calculated by utility functions that combine multiple
attributes with different weight values. The most widely used
utility function is a linear combination of the transformed
attribute values, as shown in equation (3).

U(S) =

m
∑

i=1

αi · Fi(ai) with
m
∑

i=1

αi = 1. (3)

U(S) is the utility score of sellerS, ai is the attribute value
of Ai for sellerS, αi is the weight value assigned to attribute
Ai, andFi(x) is the transformation function for attributeAi.
The most widely used transformation functions areFi(x) = x
andFi(x) = log(x). The sellers are ranked according to their
utility scores.

However, we find two limitations in the weight-based multi-
attribute ranking approach.First , by solely using weight to
combine attributes, some skyline sellers have no chance to
be ranked as the best choice.Second, existing weight-based
multi-attribute ranking algorithms fail to capture the concept
of inter-item competition.

We demonstrate the first limitation through a case study. Let
us use the following utility function:

U(Si) = α · ri + (1 − α) · (−pi). (4)

With the sellers in Table I, the utility scores are calculated
asU(S1) = 529α − 480, U(S2) = 1019α − 667, U(S3) =
2245α− 685, U(S4) = 6663α− 778.

From a survey with 30 real users, we find that most of
them chooseS3 as their best choice. So we examine what
the parameterα should be to makeS3 have the largest utility
score among the four sellers. This means thatU(S3) should be
larger thanU(S1), U(S2), andU(S4), as shown in equation
(5), (6), and (7).

U(S3) ≥ U(S1) ⇒ α ≥ 0.119. (5)

U(S3) ≥ U(S2) ⇒ α ≥ 0.015. (6)

U(S3) ≥ U(S4) ⇒ α ≤ 0.021. (7)

However, the condition onα in equation (5) conflicts with
that in equation (7). It means that there is no valid choice of
α for those users who chooseS3 as their best choice.

It is important to point out that this problem is the conse-
quence of the linear combination of multiple attributes in the
utility functions. It does not depend on the specific form of the
utility functions. We can prove that if a point (item) is a skyline
point but not a convex hull point, it will never get the highest
utility score among the point set. The proof is omitted due to
page constraint. Therefore, some users’ best choices cannot
be described or captured by simply applying weight-based
multi-attribute ranking approach. This is the first limitation
of personalized ranking of items that only considers inter-
attribute tradeoff using weight-based multi-attribute ranking
approach.

Now we demonstrate the second limitation of weight-based
multi-attribute ranking using the same real-user study. We
asked 30 real users to rank the items according to the items’
probabilities to be their best choice in two scenarios. In the
first scenario, there are only three sellers in the seller set:
{S1, S2, S4}; In the second scenario, there are four sellers in
the seller set:{S1, S2, S3, S4}.

For the first scenario, 22 of the users ranked the items as
S2 > S1 > S4 or S2 > S4 > S1. However for the second
scenario, all of these 22 users switched their ranking list to
S3 > S1 > S4 > S2 or S3 > S4 > S1 > S2. It means that
whenS3 is not in the seller set, the probability ofS2 is larger
than the probability ofS1; whenS3 is added into the seller
set, the probability ofS2 is smaller than the probability ofS1.
So on the ranking lists produced for these users, the order of
S2 andS1 is affected by whetherS3 exists.

The reason behind this phenomenon is that afterS3 is added
into the seller set, it competes with the other sellers to be the
best choice. Since the attribute values ofS3 is the closest to the
attribute values ofS2 (see Table I), it will greatly reduce the
probability ofS2 and make the probability ofS2 smaller than
all the other items. From further interviews with these users,
we find that inter-item competition mostly happens between
the sellers with similar attribute values. There is significant
competition betweenS3 and S2, some competition between
S3 andS4, but nearly no competition betweenS3 andS1.
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The above case study demonstrates that the ranking score
of a multi-attribute item should depend on not only its own
attributes (inter-attribute tradeoff), but also the attributes of
other similar items (inter-item competition). In fact, inter-item
competition is the reason of why adding or removing an item
may change the ranking order of other items. In contrast,
weight-based ranking algorithms consider only inter-attribute
tradeoff and compute the utility score of an item only based
on its own attributes. Thus, they fail to take into account of
inter-item competition introduced by those items with similar
attributes. As a result, whenever the inter-item competition
plays a critical role or inter-item competition changes, such as
adding or removing an item, the weight-based multi-attribute
ranking algorithms will fail miserably.

The above limitations in weight-based approach to per-
sonalized ranking of items motivate us to design MAPS, a
Multi-Attribute Probabilistic Selection framework for person-
alized multi-attribute ranking. A unique feature of MAPS
is its capability to produce a ranking of items by carefully
combining three critical factors: inter-attribute tradeoff, inter-
item competition, and personalized user preferences.

III. T HE MAPS FRAMEWORK

In this section we describe the MAPS framework by
focusing on the design and development of the three key
components of MAPS: the visual angle model, the dominating
area, and the density function. We will illustrate these concepts
with the example shown in Section II.C. Further detail on
the MAPS framework and its high dimensional model can be
found in our technical report [6].

A. Visual angle model

In MAPS, a visual angle model is designed for the eBay
case in two steps. In thefirst step, given a set of items with
two attributes, we map all items into points (stars) in a two
dimensional space with each dimension representing one of
the attributes. The goal of such mapping is two folds. First,
we want to utilize the two dimensional space to devise a visual
angle model to capture the intrinsic relationship among thetwo
attributes of each item (inter-attribute tradeoff). Second, we
want to build a foundation for capturing inter-item competition
by comparing items in terms of the relative angle distance
between their multiple attributes. With these objectives in
mind, we need to normalize all attributes into the same value
range, say the range of [0,1], and make sure that a larger
normalized attribute value indicates a higher preference of a
user.

In general, we can divide all types of attributes into two
classes. The first class of attributes carries the semanticsof
the-larger-the-better within the range of[0,+∞), such as the
reputation attribute of eBay sellers. For an attribute value in
the first class, sayai, function (8) is used to perform the
normalization:

F (ai) =
ai√

ai · ai + β
. (8)

The second class of attributes carries the ordering semantics
of the-smaller-the-better within the range of[0,+∞), such
as the price attribute of eBay sellers. Function (9) is used

Fig. 1. Starry sky of iPhone 8G sellers

to perform the normalization of an attribute valueaj in the
second class:

G(aj) = 1− aj
√

aj · aj + β
. (9)

There are three remarks on the normalization step. First, in
both normalization function (8) and function (9),β is the only
parameter that is system-defined. Once it is set, all the users
will use the same value. We will evaluate the effect of different
settings ofβ in Section IV-C. Second, we have evaluated a
number of popular normalization functions and found that
the performance of MAPS is not sensitive to the choice
of the normalization function. Third, for the attributes with
other properties, we can also design normalization functions
accordingly [7].

After normalization, an sellerSi with two attributes can be
normalized into a point in a two dimensional space, denoted
as(xi, yi), wherexi andyi represent the normalized price and
the normalized reputation of sellerSi.

Based on the eBay example in Section II-C, Figure 1
shows the four sellers in Table I marked as four stars, each
representing one of them. We setβ as106 in this example.

In the second step, a preference space is constructed by a
visual angle model with two objectives: to capture the inter-
attribute tradeoff and to establish the foundation for modeling
inter-item competition. First, we represent each item as the
angle of the ray from the origin to the point of the item in
space.

In our eBay example, the sellers are mapped into 2D space
with normalized price as x-axis and normalized reputation as
y-axis (Figure 1). For each sellerSi, we choose the angle
between the ray —from the origin to the corresponding star
of Si in the 2D space— and the x-axis to represent this seller.
This angle is calculated as:

zi = arctan(yi/xi). (10)

In Figure 1, the solid lines show the rays from the origin
marked by an eye symbol to the four stars. Using the visual
angle model to represent the items gives two useful properties.

First, the visual angle can uniquely represent an item in the
item set. If two items in the item set have the same visual
angle, they will be directly comparable. One of them will be
clearly worse and thus never be chosen by any rational user.
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As we discussed in Section II-A, to simplify the presentation,
we assume that all items in the item set are skyline items such
that none of the items is worse than another. Thus we focus
on the challenging case to compare and rank the items with
different visual angles.

Second, the visual angle representation of an item can
describe the inter-attribute tradeoff. For example, in Figure 1,
a seller with a large visual angle (e.g., sellerS4) means that
the seller has high reputation but relatively worse price. In
contrast, a seller with a small visual angle (e.g., sellerS1)
means that it has low reputation but relatively better price.

In addition, the angle value could be used to capture a user’s
personal preferences. For example, a user, say Alice, is looking
at the starry sky of iPhone sellers (Figure 1). If Alice prefers
the sellers with high reputation and moderate price, she is more
likely to look at the sky with a large visual angle. So she may
find thatS4 has the smallest angle distance to her own visual
angle, and chooseS4 as her best choice. However, if Alice
prefers the sellers with low price and moderate reputation,she
is more likely to look at the sky with a small visual angle. This
time,S1 may have the smallest angle distance to Alice’s visual
angle and be chosen as Alice’s best choice. This motivates us
to define apreference spacebase on the angle model for our
eBay case: The whole preference space is the angle value of
[0◦, 90◦]. A user’s preferences are described by the user’s taste
on visual angles over the preference space.

B. Dominating areas of items

In MAPS, dominating area is introduced to capture inter-
item competition. The motivation of defining the dominating
area of an item comes from the following observation. When a
user looks at the multidimensional space with a specific visual
angle, sayzu, this user will select the item with the smallest
angle distance to his/her visual angle as the best choice. We
refer to this selected item as the dominating item of this special
visual angle.

Let zi denote the angle of itemSi andzu denote the visual
angle of a specific user U. The angle distance betweenzu and
zi is calculated as:

AngleDist(pu, pi) = |zu − zi| (11)

We define thedominating area for item Si as the angle
range that satisfies the following condition: If a user looks
at the sky within the dominating area of itemSi, the angle
distance betweenzu and zi is the smallest compared to the
angle distance from any other items tozu. Formally, the
dominating itemSi for zu should satisfy the follows:

AngleDist(zu, zi) ≤ AngleDist(zu, zj), ∀1 ≤ j ≤ n (12)

This property ensures that increasing the dominating area of
an item for a given user will increase its probability of being
the user’s best choice. Since a user can only look at the sky
with the visual angle within the preference space, the inter-
item competition can be captured by the competition among
different items in partitioning the preference space into their
dominating areas.

For our eBay case, we introduce a concrete approach to
define the dominating area of itemSi (1 ≤ i ≤ n). Recall

 Dominating area of S1
 Dominating area of S2
 Dominating area of S3
 Dominating area of S4
 Dominating area of S5

Origin Remove S3 Add S5
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Fig. 2. The change of dominating areas when adding or removing an item

that each sellerSi is represented by an angle valuezi in
the eBay example. Assume that alln items are ordered
according to their visual angles from low to high. Letℜ(Si) =
[loweri, upperi] denote the dominating area of itemSi, where
loweri andupperi denote the lower boundary and the upper
boundary of the angle range of the dominating areaℜ(Si).
Thenℜ(Si) is defined as follows:

ℜ(Si) =











[0, z1+z2
2 ] if i = 1,

[ zi−1+zi
2 , zi+zi+1

2 ] if 1 < i < n,

[ zn−1+zn
2 , 90] if i = n.

(13)

We use the sellers in Table I to compute their dominating
areas. Recall Figure 1, the visual angles of the four sellersare
z1 = 5◦, z2 = 37◦, z3 = 63◦, andz4 = 69◦. Their dominating
areas are calculated asℜ(S1) = [0◦, 21◦], ℜ(S2) = [21◦, 50◦],
ℜ(S3) = [50◦, 66◦], andℜ(S4) = [66◦, 90◦]. In fact, we can
see from Figure 1 that the entire preference space from0◦

to 90◦ is divided by three angle bisectors,L1 = z1+z2
2 =

21◦, L2 = z2+z3
2 = 50◦, andL3 = z3+z4

2 = 66◦, into four
dominating areasℜ(S1), ℜ(S2), ℜ(S3), andℜ(S4).

Both equation (13) and the example above show that during
the calculation of the dominating area of an item, we consider
not only the attributes of this seller but also the competing
neighborhood sellers.Inter-item competition happens when
two items have adjacent dominating areas. Thus we definethe
neighbors of an item as the items whose dominating areas
are adjacent to the dominating area of this item. For example,
the neighbors ofS2 areS1 andS3.

Obviously, the dominating areas will change if an item is
removed from or added to the item set. Figure 2 shows the
dominating areas of three scenarios for the eBay example; the
x-axis means different scenarios and the y-axis is the whole
preference space. In the first scenario (column 1), there are
four sellers as shown in Figure 1. In the second scenario
(column 2),S3 is removed from Figure 1. Thus the dominating
areas of its neighbors,S2 andS4, will increase. In the third
scenario (column 3), a new sellerS5 with price $500 and
reputation 200 is added; this new seller will compete with its
neighbors,S1 andS2, and their dominating areas will reduce.

C. Density functions of users
Beside inter-attribute tradeoff and inter-item competition,

the third key factor that plays a critical role in achieving high
accuracy for multi-attribute ranking is to capture the diversity
and uncertainty in users’ preferences. Naturally, different users
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may have different preferences over the same set of multi-
attribute items. For instance, Alice and Bob may not choose
the same iPhone seller as their best choices. Such preferences
may depend on the life styles and income levels of the
users and may change over time. Second, even the same
user may have different preferences under different contexts.
For example, by analyzing the past selection behaviors of a
user, we observe that this user prefers the sellers with high
reputations and moderate prices sometimes, but prefers the
sellers with low prices and moderate reputations at some other
times.

In order to capture such uncertainty and diversity, we
propose to use a probability density function to capture a
user’s personal preferences based on his/her past item selection
behaviors. Concretely, LetD(z) denote the probability that
this user looks at the space with the visual anglez. As
z varies,D(z) changes. Different probabilities on different
visual angles reflect this user’s personal preferences. In the
eBay example, the density function of Alice could look like
the one shown in Figure 3(a). In this figure, the x-axis means
the preference space ranging from0◦ to 90◦. The y-axis means
the probability of Alice to look at the sky with a specific visual
angle.

In the remainder of this section, we will answer two
questions: (1) how to estimate the probability of an item being
the best choice given a user’s density function, and (2) how
to estimate a user’s density function from this user’s past
selection behaviors.

First, we will discusshow to estimate the probability of
an item being the best choice. Given the dominating area of
item Si and the density function of a user, we can calculate
the probability that the user chooses this item as his/her best
choice by accumulating the density function within this item’s
dominating area:

Vi =

∫

z∈ℜ(Si)

D(z)dz. (14)

Recall thatVi is the ranking score ofSi. We can then rank
all items{S1, S2, . . . , Sn} according toVi (1 ≤ i ≤ n) from
high to low.

In the eBay example, based on Alice’s density function
shown in Figure 3(a) and the dominating areas shown in Fig-
ure 2 (the first scenario), we calculateV1 = 39%, V2 = 11%,
V3 = 31%, and V4 = 19%. (The dashed lines in Figure
3(a) divide the density function for the four sellers based on
their dominating areas.) Thus, for Alice, the four sellers will
be ranked in the order ofS1 > S3 > S4 > S2. However,
in the second scenario whereS3 is removed from Figure 2,
the probabilities for sellersS1, S2, S4 becomeV1 = 39%,
V2 = 14%, and V3 = 47%, which yields the ranking
order of S4 > S1 > S2. Similarly, in the third scenario
whereS5 is added to Figure 2, the ranking order becomes
S3 > S5 > S1 > S4 > S2.

The equation (14) and the above discussion on the running
eBay example show that both a user’s density function and the
inter-item competition between neighboring items influence
the probability of an item being the best choice of the user.
To the best of our knowledge, MAPS is the first work that
addresses inter-item competition.
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Fig. 3. Example of density function and density blocks

Now we answer the second question ofhow to infer a
preference density function from a user’s past selection
behaviors. Assume that we have a set of past selection
behaviors, denoted byHset = {H1, H2, · · · , HL}, for a given
user and the size of the past selection behaviors isL. Each past
selection behavior (Hj ∈ Hset) records an item set (Sset

j ), and
the best choice (SBj

) of this user within this item set.
Recall our eBay case, we construct one density function

over the preference space from the past selection behaviorsin
two steps: (1) We represent each past selection behavior as a
density block. (2) We accumulate these density blocks into a
density functionD(z) for the user.

First, we use kernel density estimation [8] to construct one
density block from thejth past selection behavior. We use
dj(z) to denote the density block for thejth past selection
behavior. LetSBj

denote the user’s best choice andSset
j

denote the item set in this past selection behavior. LetzBj

denote the angle value ofSBj
. Note that this angle descries

the user’s preference in thejth past selection behavior.
The density blockdj(z) is a shape of Gaussian distribu-

tion. We choose Gaussian distribution since its mathematics
foundation in kernel density estimation [8]. However, MAPS
framework can use other probability distributions to generate
density blocks. Formally, we constructdj(z) in our eBay case
as follows.

dj(z) = N (µj , δj), (15)

The meanof dj(z), denoted byµj , is the visual angle of the
user’s best choice in thejth past selection behavior.

µj = zBj
. (16)

The variance of dj(z), denoted byδj, is the average angle
distance fromSBj

to its neighbors. If we assume that all the
items in the item set are ranked by their angles from small to
large, we know the two neighbors ofSBj

is SBj−1 andSBj+1.
The exception happens only whenSBj

is the first item or the
last item in the item set since it will only have one neighbor.
Therefore, we can calculate the variance as follows.

δj =











zBj+1 − zBj+1 if Bj = 1,
(zBj+1−zBj

)−(zBj
−zBj−1)

2 if 1 < Bj < |Sset
j |,

zBj
− zBj−1 if Bj = |Sset

j |.
(17)

The choice of the mean and the variance ensures two
properties. First, the density block constructed from thejth

past selection behavior mainly resides in the dominating area
of the best choice in that selection. Second, there is non-
zero probability that the density block resides in other items’
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dominating areas to capture the uncertainty and diversity
inherent in the user’s selection behaviors.

Figure 3(b) shows the example of two density blocks for the
eBay scenario. One is marked by the red circle curve and the
other is marked by the black rectangle curve. If Alice choseS3

as her best choice previously and we know that the angle value
of S3 is 63◦ from Figure 1, then this past selection behavior
introduces a Gaussian shape density block withµ = 63◦. In
the 2D space of Figure 1, we calculate the variance as the
average angle distance from the user’s best choice to its two
neighbors. ForS3, its neighbors areS2 with visual angle37◦

and S4 with visual angle69◦. The variance is calculated as
δ = (69−63)+(63−37)

2 = 16◦. This density block is represented
as the black rectangle curve in Figure 3(b).

In MAPS, when the system knows a user’s best choices in
the pastL selection behaviors, the system constructsL density
blocks asdj(z) for 1 ≤ j ≤ L. The overall density function of
a given user is constructed by normalizing the corresponding
L density blocks as:

D(z) =

∑L
j=1 dj(z)

∫ 90

0

∑L
j=1 dj(z)dz

(18)

The density function in Figure 3(a) is normalized from the
two density blocks in Figure 3(b).

We now discuss how to estimate the probability of the
item being the best choice of the user based on the density
function constructed from function (18). In the first prototype
implementation of MAPS, we use function (19) to cumulate
the dense function of Gaussian distribution with meanhµ and
variancehδ from −∞ to x.

F (x, hµ, hδ) = (1 + erf(
x− hµ√
2 · hδ

))/2, (19)

whereerf(x) = 2√
π

∫ x

0
e−t2dt is the well-known error func-

tion encountered in integrating Gaussian distribution [8].
We can prove that the computation complexity of MAPS for

the eBay case isO(n · L). For storage, MAPS only needs to
store the mean and variance values (i.e.,µi and δi) for each
past selection behavior. This yields low storage complexity
since the storage cost depends only on the length of the history
(L). From our later experiment, we know thatL = 32 is
enough for accurate prediction.

IV. EXPERIMENT

We evaluate MAPS through both synthetic simulations and
real-user experiments. In synthetic simulations, we concentrate
on the comparison between MAPS and existing weight-based
multi-attribute ranking algorithms. The factors that affect the
accuracy of MAPS are also examined. In real-user experi-
ments, we evaluate MAPS using the first prototype system
of MAPS [9] with 50 real users. The experiments reported in
this section concentrate on the eBay scenarios used throughout
the paper. The experiments on high dimensions and with real
users are given in our technical report [6].

A. Simulation configuration
We simulate the scenario that a user selects his/her favorite

seller for a particular product in e-market, such as Amazon and
eBay. The simulation environment is composed by five parts:
(1) generating seller sets, (2) simulating a user’s selection

behaviors, (3) implementation of MAPS, (4) implementation
of weight-based multi-attribute ranking algorithms, and (5)
performance evaluation criteria.

Generating seller sets. To generate the seller set for a query,
we need to determine the number of sellers (n) as well as
their prices and reputations. Based on real data collected from
Amazon and eBay, we obtain the following observations. The
price is mostly within [10, 1000]; the reputation is mostly
within [0,106]; the number of sellers for a query is mostly
within [20,100]; and both price and reputation follow power-
law distributions. Based on these observations, we generate
the seller set for each query as follows.

First, the size of seller set, denoted byn, is randomly chosen
within [20, 100]. We will evaluate larger item set in Section
IV-C.

Second, the minimum price and maximum price are ran-
domly chosen within [10, 1000]. Then,n different price
values are generated according to the power-law distribution,
within the range of minimum price and maximum price. Let
{p1, p2, · · · , pn} denote these price values, ordered from low
to high.

Third, the minimum reputation and maximum reputation are
randomly chosen within [0,106]. Then,n different reputation
values are generated according to the power-law distribution,
within the range of minimum reputation and maximum rep-
utation. Let{r1, r2, · · · , rn} denote these reputation values,
ordered from low to high.

Finally, combine reputations and prices to generaten items
where itemSi has reputationri and pricepi. By doing so, all
items are skyline items.

Simulating users’ selection behaviors To our best knowl-
edge, none of the existing work provides usable models to
simulate the users’ uncertain and diverse selection behaviors.
Therefore, we interviewed 30 people to understand their selec-
tion principles when choosing eBay sellers, and summarized
their behaviors into four categories. Although this approach
may not cover all possible user behaviors, it provides good
guidance to generate synthetic but representative users inour
simulations. The categories of synthetic users are summarized
as follows:

Behavior category I: price threshold. Users in this cat-
egory first filter out the sellers whose price is larger than
a price threshold. Their best choice is the remaining seller
with the highest reputation. The price thresholds are often
highly correlated to the price of the items in the seller set.
In this category, we construct one synthetic user, denoted as
U1, whose price threshold is the average price of the sellers
in the seller set.

Behavior category II: dynamic reputation threshold.
Users in this category first filter out the sellers whose rep-
utation is lower than areputation threshold. Their best choice
is the remaining seller with the lowest price. The reputation
threshold is related to the price which means that the more
expensive of the item, the higher of the reputation threshold.
In this category, we construct one synthetic user, denoted as
U2, whose reputation threshold is50× average price.

Behavior category III: fixed reputation threshold . Users
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Fig. 4. Ranking quality of different algorithms for the users in four categories

in this category have similar behaviors as the users in category
II, except that the reputation threshold is fixed. We construct
one synthetic user, denoted asU3, whose reputation threshold
is 1000.

Behavior category IV: extreme selection. Users in this cat-
egory consider only one attribute and neglect other attributes.
We construct two synthetic users.U4 selects the seller with
the highest reputation andU5 selects the seller with the lowest
price.

We would like to point out that after conducting simulations
for many synthetic users with different threshold values, we
observe that the performance of MAPS isinsensitive to the
threshold settings in the four behavior categories. In this
section we show the results for the five representative users.

Implementation of MAPS We set the MAPS parameters
as β = 108 and L = 32 in Section IV-B, and evaluate
the performance of MAPS when varying these parameters in
Section IV-C.

Implementation of weight-based multi-attribute ranking
algorithms For these algorithms, we implement three typical
utility functions. The first is a linear combination of priceand
reputation as

U(Si) = α · ri + (1− α) · (−pi). (20)

Recall thatU(Si), ri, andpi denote the utility score, reputa-
tion, and price for sellerSi, respectively.

The second utility function adopts the log function [10],
[11].

U(Si) = α · log(1 + ri) + (1− α) · (− log(1 + pi)) (21)

The constant value1 is added to avoid negative logarithm
values when reputation or price is smaller than 1.

The third utility function adopts the normalization functions
(8) and (9) used in MAPS.

U(Si) = α · ri√
ri · ri + β

+(1−α) · (1− pi√
pi · pi + β

). (22)

Performance evaluation criteria We useranking quality
defined in equation (1) in our evaluation. The example used
to explain it is given in Section II-C.

For each configuration, we run simulations for 1,000 times
to obtain the average result.

B. Comparing MAPS with weight-based multi-attribute rank-
ing algorithms

To facilitate the understanding of our experiments, we
discuss the evaluation method used to compare MAPS and
weight-based multi-attribute ranking algorithms before pre-
senting the results.

Evaluation method The performance of weight-based multi-
attribute algorithms is very sensitive to the selection of the
weight valueα. It requires to learn the bestα value setting
for each individual user in a given context, which is considered
one of the difficult tuning parameter for them. Instead of
investigating specific ways to obtain the best settings ofα
value in our experiments, we compare MAPS with the upper
bound performance of weight-based multi-attribute algorithms
by measuring the performance with varyingα values within
the α range. The upper bound performance of weight-based
multi-attribute algorithm is represented by the highest points
on the curves of the algorithm. Since the curves for MAPS
are constant as it does not depend onα, we will compare the
MAPS line with the highest points of the curves for weight-
based multi-attribute algorithms.

We would like to point out that this comparison method is
fair since it uses the best possible settings ofα to compare the
weight-based multi-attribute ranking algorithms with MAPS.
In fact none of the existing weight-based multi-attribute rank-
ing algorithms can yield the best choice ofα for different types
of users in a given context, especially when there is diversity
and uncertainty in users’ selection behaviors.

Comparison in terms of ranking quality Figure 4 shows
the comparison between MAPS and the weight-based multi-
attribute ranking algorithms with three most popular utility
functions (recall Section IV-A). The x-axis represents the
various settings ofα for the weight-based multi-attribute
ranking algorithms and the y-axis shows the measured ranking
quality of MAPS and the measured ranking quality of the
weight-based multi-attribute algorithms.

Figure 4(a) shows the result for synthetic users (e.g.,U1)
in Category I. The ranking quality of MAPS for this category
of users is 0.83. This means that the best choice for users
of U1 type is ranked higher than 83% of items in the item
set. The performance upper bounds of weight-based multi-
attribute approach with linear, log, and normalization utility
functions are at best 0.57 whenα is around 1. This experiment
shows that MAPS improves ranking quality by26% over the
weight-based multi-attribute approach, no matter which utility
function is used and whatα value is set. Clearly, this isa
significant performance improvementfor users ofU1 type.

Figure 4(b) measures the ranking quality for the synthetic
users (e.g.,U2) in Category II with varyingα values. Similarly,
MAPS improves the ranking quality over the weight-based
multi-attribute algorithms by20% comparing to the highest
ranking quality of the weight-based multi-attribute algorithm
with normalization based utility function. Similar observation
is shown in Figure 4(c) for the synthetic users (e.g.,U3) in
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Category III. MAPS improves the ranking quality of weight-
based multi-attribute approach by43% over log based utility
function, 46% over normalization based utility function, and
50% over linear based utility function no matter whatα value
is used.

Finally, we run the performance comparison for Category
IV users with simplified selection behaviors (i.e.,U4 andU5)
in Figure 4(d) and Figure 4(e). In these extreme cases users
simply prefer those items (sellers) based only on one attribute.
That is, U4 always chooses the highest reputation andU5

always chooses the lowest price. It is obvious that both MAPS
and weight-based multi-attribute algorithms can achieve the
best ranking quality. It is worth to point out that the weight-
based multi-attribute approach can only achieve good results
for Category IV users whenα is properly chosen, which is
known to be a hard problem for weight-based multi-attribute
algorithms.

The group of experiments in Figure 4 also shows that the
performance of weight-based multi-attribute approach notonly
depends on the choice ofα but also depends on the choice of
utility function. For instance, the weight-based multi-attribute
with normalization function can achieve the best results for
users of typeU2 (Figure 4(b)), but the log function is the
best for users of typeU3 (Figure 4(c)). In comparison, we
evaluate the performance of MAPS for different normalization
functions and the results are similar, which shows that the
choice of normalization function does not have any significant
impact on the MAPS performance.

This group of experiments shows that MAPS achieves much
better performance than the upper bound performance of
weight-based multi-attribute ranking algorithms. The advan-
tage of MAPS comes from its unique features: the visual angle
representation of items and user preferences, the computation
of best-choice probability based on inter-attribute tradeoff
and inter-item competition, and its modeling of diversity
and uncertainty of users’ selection behaviors through density
functions. Also MAPS does not rely on setting certain spe-
cific parameters for different users (see the next section for
detail), whereas existing weight-based multi-attribute ranking
algorithms are sensitive to the choice of utility function and
the proper setting of weight valueα.

C. Factors affecting MAPS performance
In this section, we investigate how the performance of

MAPS is affected by three factors: the seller set size (n), the
history length (L), and theβ value in equation (8) and (9).
Since the ranking quality for extreme users in Category IV
will not change much with respect ton, L, β, we only show
the results for users in the first three categories, represented
by U1, U2, andU3.

Effect of seller set size In the previous simulations, the
size of seller set (n) is randomly chosen between 20 and 100.
Now we run different tests by changingn from 50 to 500.
In Figure 5(a), the x-axis represents the various values ofn
and the y-axis measures the ranking quality for eachn value.
We can see that even in such a wide range ofn, the ranking
quality of MAPS is still larger than 0.8. Namely, the ranking
score of the best-choice item is larger than 80% of the other
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Fig. 5. Performances of MAPS with different parameters

items. This indicates that MAPS is not sensitive to the size of
item set being ranked.

Effect of history length In the previous simulations,
the density functions are estimated from 32 past selection
behaviors, i.e.,L = 32. In Figure 5(b), we vary the history
length L from 1 to 128 (x-axis), and measure the ranking
quality (y-axis). We see that increasing the length of the history
can increase the ranking quality. However, afterL reaches
32, the ranking quality does not change much. Therefore,
MAPS in most cases would need no more than 32 past
selection behaviors to accurately predict a user’s best choice.
More importantly, even when only a couple of past selection
behaviors are known (whenL = 1, 2, 4), MAPS achieves good
results (about 0.7∼0.78 for Category I users, 0.78∼0.85 for
Category II users, and 0.98∼1.0 for Category III users). This
shows that MAPS can reach high ranking quality with a very
short learning curve.

Effect of parameter β The parameterβ is used in the
normalization equation (8) and (9). In Figure 5(c), the x-axis
is the β value varying from100 to 1010, and the y-axis is
the ranking quality. We can see that (1) the ranking quality
increases with the increase ofβ and (2) the ranking quality
does not change much afterβ reaches108. This is becauseβ is
simply a system-level parameter used in the normalization,and
the setting of its value only depends on the value range of the
attributes. For the experimental datasets, MAPS can achieve
the best results when theβ value is comparable to the square
of reputation and price. Since most of the reputation and price
values is within [0,104] due to power-law distributions, we
only need to setβ = 108 in our experiments. In MAPS,β is
a system-defined parameter applied to all users once it is set.

V. RELATED WORK

The personalized multi-attribute ranking problem and the
proposed solution are related to many research topics, includ-
ing recommender systems [12], web search [13], and database
queries [14]. In this section, we review related work according
to the challenges in our problem: (1) modeling inter-attribute
tradeoff, (2) modeling inter-item competition, (3) inferring
a user’s personal preferences, and (4) fundamental ranking
methodology.

Modeling inter-attribute tradeoff: There are two types of
existing approaches that address the tradeoff among multiple
attributes. The first type focuses on identifying the attributes
that are important for ranking. The goal is to provide a
personalized set of attributes to determine skyline points[15].
Some work further organize these attributes into an importance
hierarchy [16], [17]. The work may reduce the number of
skyline items but they cannot rank them. In the second type,
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weight values are used to describe the relative importance of
multiple attributes. The representative schemes [2], [3] are
solely based on attribute-weighting [18], whose limitations
have been discussed in Sec II-D.

Modeling inter-item competition: To our best knowledge,
this paper is the first work that formally addresses inter-
item competition. Previously, some researchers realized the
consequenceof inter-item competition from different views,
such as increasing the diversity of top-k set to improve the
quality of recommendation [14], [19]. However no solid study
on the cause, i.e. inter-item competition, is available.

Inferring user preferences: The user preferences can be ob-
tained through either explicit or implicit ways. Many existing
systems use explicit methods, such as asking the users to
input their preferences directly [4] or through answering aset
of interactive questions [3], [20]. Explicit methods obviously
add burden to the user side, and the implicit methods are
more desirable. However, the implicit methods in the current
literature [18] cannot be used to solve the problem in this
paper for two reasons. First, they highly depend on the specific
representation of user preferences. Second, when there is
uncertainty in a user’s behaviors, they would need a lot of
historical data to construct the user preference model. But
MAPS works when only a few historical data are available.

Fundamental ranking methodology: In most of the existing
ranking algorithms, the ranking score of an item describes this
item’s relevance to the query [14], importance [13], match
to a user’s taste [3], [12], and so on. Similar to the weight-
based multi-attribute approach, they do not address inter-item
competition, which is a critical factor in personalized multi-
attribute ranking problem. In addition, their ranking scores
often do not have clear physical meanings. In MAPS, however,
the ranking score is the probability of an item being a user’s
best choice. This is another advantage of MAPS. With a clear
physical meaning, the ranking scores in MAPS can be used
by other algorithms that would need to know the probabilities
of users selecting certain items.

VI. CONCLUSION

Social computing and social networking are one of the
emerging forms of collaborative computing. Personalized
ranking is a fundamental capability of collaborative computing
in social networks and eCommerce today. We have presented
MAPS, a novel multi-attribute probabilistic selection frame-
work for personalized multi-attribute ranking. MAPS presents
a number of unique features: the invention of visual angle
model to depict inter-attribute tradeoff, the introduction of
dominating area to model inter-item competition, and the
utilization of density function to capture uncertainty anddiver-
sity in a user’s preferences. In addition, MAPS computes the
ranking of an item using the probability of this item being the
best choice for a given user in terms of inter-attribute tradeoff,
inter-item competition, and personalized user preferences. The
effectiveness of MAPS is evaluated with extensive simulations
through fair comparisons with existing multi-attribute ranking
algorithms. We show that MAPS significantly outperforms
them in terms of ranking quality.

Acknowledgement: The first author performed this work
while he was a visiting PhD student at Georgia Institute of
Technology, funded under China Education Scholarship. Ling
Liu is partially supported by grants from NSF NetSE and NSF
CyberTrust, an IBM SUR grant, an IBM faculty award, and an
Intel research council grant. Yan Sun is partially supported by
NSF (0643532). Ting Yu is partially supported by NSF (CNS-
0747247 and IIS-0914946). Yafei Dai is partially supportedby
973 Program (2011CB302305).

REFERENCES
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