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Querying over encrypted data is gaining increasing popularity in cloud based data hosting services. Security
and efficiency are recognized as two important and yet conflicting requirements for querying over encrypted
data. In this paper we propose efficient private keyword search scheme (EPKS for short) that support binary
search and extend it to dynamic settings (called DEPKS) for inverted index-based encrypted data. First, we
describe our approaches of constructing a searchable symmetric encryption scheme that supports binary
search. Second, we present a novel framework for EPKS, and provide its formal security definitions in
terms of plaintext privacy and predicate privacy by modifying Shen et al’s security notions [Shen et al.
2009]. Third, built on the proposed framework, we design an EPKS scheme whose complexity is logarithmic
in the number of keywords. The scheme is based on the groups of prime order and enjoys strong notions
of security, namely statistical plaintext privacy and statistical predicate privacy. Fourth, we extend EPKS
scheme to support dynamic keyword and document updates. The extended scheme not only maintains the
properties of logarithmic-time search efficiency and plaintext privacy and predicate privacy, but also has
fewer rounds of communications for updates, compared with existing dynamic search encryption schemes.
We experimentally evaluate the proposed EPKS and DEPKS scheme and show that they are significantly
more efficient in terms of both keyword search complexity and communication complexity than existing
randomized searchable symmetric encryption schemes.

CCS Concepts:*Security and privacy — Management and querying of encrypted data;

Additional Key Words and Phrases: Searchable symmetric encryption, binary search, plaintext privacy,
predicate privacy, dynamic updates

1. INTRODUCTION

The proliferation of a new breed of cloud applications that store and process data at
remote service providers has led to the emergence of search over encrypted data as
an important research problem. In a typical setting of the problem, a query generated
at the client side is transformed into a representation such that it can be evaluated
directly on encrypted data at the remote service provider. The returned results might
be processed by the client after decryption to determine the final answers.

Informally, a practical encryption scheme used above should satisfy the following
properties: search time is logarithmic (or sublinear) in the number of ciphertexts, and
the ciphertexts together with search tokens reveal no information about the under-
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lying plaintext. Unfortunately, to the best of our knowledge, all existing encryption
schemes supporting keyword search can barely achieve the above two properties simul-
taneously. Some of them [Kamara et al. 2012; Kamara and Papamanthou 2013; Bellare
et al. 2007] achieve sublinear-time search complexity but their search tokens leak in-
formation of the query. Some others [Shen et al. 2009; Yoshino et al. 2012] achieve
strong notion of security but with low efficiency. Recently, Lu proposed logarithmic-
time search schemes [Lu 2012] for range predicate queries that achieve both plaintext
privacy and predicate privacy. However, his schemes only support queries over numer-
ical values and are based on the groups of composite order, which results in inefficiency
of pairing computation. Plaintext privacy here refers to the risk that if a third party
may learn the main content of a document by inferring any association between fre-
quent search keywords and encrypted dataset from the search index. Predicate privacy
here refers to the risk that a third party may learn any information beyond the out-
come of search by inference on the query keyword corresponding to a given search
token.

Besides the above properties, many cloud applications also require dynamic up-
dates of searchable symmetric encryption (SSE), namely after encrypted index for
specific collections of documents have been setup, dynamic additions or deletions of
keywords and documents can be performed without re-building the index. Many re-
cent works [Kamara et al. 2012; Kamara and Papamanthou 2013; Cash et al. 2014]
offer solutions to dynamic searchable symmetric encryption (DSSE). Unfortunately,
no known DSSE schemes achieve both the above security and efficiency requirements.
Most existing DSSE constructions [Kamara et al. 2012; Kamara and Papamanthou
2013; Cash et al. 2014] aim at practical efficiency with different trade-offs between
security, efficiency, and the ability to supporting dynamic updates.

In this paper, we first propose an Efficient Private Keyword Search (EPKS for short)
scheme for inverted index-based encrypted data, which satisfy both the above men-
tioned requirements, that is, (1) they search index in time logarithmic in the number
of keywords, and (2) the ciphertexts together with search tokens reveal essentially no
information about the underlying keywords. Then, we extend EPKS scheme to provide
the capability of dynamic keywords and documents updates with low communication
and computation cost. Our contribution can be summarized as follows:

— First, we describe our approaches of constructing EPKS schemes for inverted index-
based encrypted data. Intuitively, we want to keep the randomness of index and to-
ken, but make the scheme support binary search. Technically, we transform the un-
ordered plaintexts of index into a “special ordered array” and use vectors to express
them. This enables our schemes to perform binary search by computing the inner-
product of the index vector and a search token vector using Billnear Map (see Sec-
tion 4.2. Based on the re-ordered keyword structures, we present a modified frame-
work and its security definitions of EPKS in terms of plaintext privacy and predicate
privacy following Shen et al.’s security notions [Shen et al. 2009].

— Then, we propose a construction for EPKS based on the groups of prime order, which
can be implemented efficiently. It not only supports binary search and as a conse-
quence the time complexity of search is reduced from O(n?) to O(logn), where n is
the number of keywrods, but also offers stronger notions of security: statistical plain-
text privacy and statistical predicate privacy, which means the scheme is secure even
for any computationally-unbounded adversary. To the best of our knowledge, this
could be the first SSE scheme to achieve information-theoretical security.

— Third, we extend EPKS scheme to DEPKS scheme for supporting dynamic keyword
and document updates. DEPKS has fewer rounds of communication for updates,
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specifically, one round of interaction for each update compared to one and half round
of interaction in existing DSSE schemes.

— Finally, we analytically and experimentally show that EPKS and DEPKS are sig-
nificantly more efficient for querying over encrypted data in the cloud environment,
compared with existing randomized SSE schemes.

2. PREVIOUS WORK
2.1. Searchable Symmetric Encryption

Searchable symmetric encryption (SSE) was first formally defined explicitly by Song
et al. in [Song et al. 2000], where they gave a non-interactive solution with search
complexity linear to the size of the encrypted data.

Formal security notions for searchable symmetric encryption have evolved over time.
The first security notion known as semantic security against chosen keyword attack
(CKA1) was formulated by Goh [Goh 2003]. Several works on SSE schemes use CKA1
as a security definition [Goh 2003; Chang and Mitzenmacher 2005; Curtmola et al.
2006]. Later, Curtmola et al. [Curtmola et al. 2006] proposed a stronger security no-
tion: adaptive security against chosen-keyword attack (CKA2). While several CKA2-
secure SSE schemes are proposed in the literature [Curtmola et al. 2006; Kurosawa
and Ohtaki 2012; Liesdonk et al. 2010; Kamara et al. 2012; Kamara and Papamanthou
2013; Cash et al. 2013a; Jarecki et al. 2013], none of them are explicitly probabilistic;
that is, the search tokens they generate with pseudorandom functions (PRF's) or pseu-
dorandom permutations (PRPs) are deterministic, which we call these SSE schemes
non-randomized SSE schemes. It means that the same token will always be generated
for the same keyword, and it will lead to the leakage of statistical information about a
user’s search pattern [Islam et al. 2012].

To deal with this problem, Shen et al. [Shen et al. 2009] designed a symmetric-key
predicate-only encryption (SKPOE) scheme with probabilistic token based on predi-
cate encryption [Katz et al. 2008; Shi and Waters 2008] (We call those SSE schemes, in
which the token generation algorithms are probabilistic, randomized SSE schemes).
They considered a new security notion called predicate privacy. The property of pred-
icate privacy is that tokens reveal no information about the encoded query predicate.
However, due to the use of complex probabilistic encryption algorithm to generate to-
kens, the construction of [Shen et al. 2009] requires at least linear time complexity in
the number of keywords to complete the search. Based on their work, Lu [Lu 2012]
proposed privacy-preserving logarithmic-time search schemes for range queries of nu-
merical values. Unfortunately, the constructions of his schemes are also based on the
groups of composite order, which need very large parameter size.! Moreover, the pair-
ing computation is much slower over a composite-order than a prime-order elliptic
curve.? [Guillevic 2013]

In the cloud computing setting, a lot of works have been done to support efficient
and more expressive search, such as multi-keyword ranked search [Sun et al. 2013;
Cao et al. 2011a; Wang et al. 2012], Similarity Search [Wang et al. 2012], query over
encrypted graph-structured data [Cao et al. 2011b] and biometric identification [Wang
et al. 2015], but at the expense of weaker security guarantees.

1For a supersingular elliptic curve of composite order with N = ¢1¢2¢3q4 used in SKPOE [Shen et al. 2009]
and RPE [Lu 2012], the size of G=G1 x G2 x G3 X G4 is 2776-3260 bits and the size of element in G should
be > 5556— > 6524 bits. While, for a supersingular elliptic curve of prime order, the size of G is only 256
bits and the size of element in G7 should be 2644-3224 bits.

2For 128-bit security level, a pairing on an elliptic curve of composite order with two primes is about 254
times slower than over a prime-order elliptic curve.
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2.2. Dynamic Searchable Symmetric Encryption

The constructions by Song et al. [Song et al. 2000], Goh [Goh 2003] and Chang [Chang
and Mitzenmacher 2005] all support insertions and deletions of documents but require
linear search time. The recently introduced dynamic scheme by Kamara et al. [Ka-
mara et al. 2012] was the first one with sublinear search time, but it leaks hashes of
the unique keywords contained in the updated document. The scheme of Kamara and
Papamanthou [Kamara and Papamanthou 2013] overcomes the above limitation by
increasing the space of the user’s data structure. Very recently, Cash et al. [Cash et al.
2014] first implemented dynamic symmetric searchable encryption schemes in very-
large databases. But like the above schemes, their schemes are based on the CKA2
security model and cannot achieve predicate privacy: the search tokens as well as the
update tokens are deterministic and result in leakage of a user’s search pattern.

2.3. Oblivious RAM

Oblivious random-access machine (ORAM) [Goldreich and Ostrovsky 1996] can
be used to hide every memory access during searches and updates in SSE and
DSSE [Damgard et al. 2011; Goldreich 1987; Kushilevitz et al. 2012; Pinkas and Rein-
man 2010; Shi et al. 2011; Stefanov and Shi 2013; Cash et al. 2013b; Stefanov et al.
2013; Stefanov et al. 2014]. ORAM provides the strongest levels of security (not only
search pattern privacy but also access pattern privacy), namely the server only learns
the size of the document collection. However, ORAM schemes are very inefficient in
practice to handle large amount of queries and data due to poly-logarithmic overhead
on all parameters.

3. PROBLEM STATEMENT
3.1. The System Model

Consider a cloud data storage service, where a data owner has a set of documents D
to be outsourced to the cloud server in an encrypted form. To enable efficient query
over encrypted documents, we consider the inverted index-based data structure for
storing the outsourced files. Specifically, the data owner builds an encrypted searchable
inverted index set C' with keywords w;, ws, - - - , w, from D, and then both the encrypted
index set C' and the encrypted document set E(D) are outsourced to the cloud server.
For every query of a keyword w;, a data user computes a search token T'K and sends it
to the cloud server. Upon receiving T K from the data user, the cloud server queries over
the encrypted index set C' and returns the candidate encrypted documents. Finally, the
data user decrypts the candidate documents and verifies each document by checking
the existence of the keyword.

3.2. Privacy Requirements

Intuitively, a searchable encryption scheme is secure if the server learns nothing about
the query as well as the documents except the encrypted query results [Song et al.
2000; Boneh et al. 2004; Goh 2003; Shen et al. 2009]. In this section, we discuss in de-
tail the specific privacy requirements for index-based data storage structures, where
the cloud server searches over a set of searchable index instead of searching on en-
crypted data directly.

Data privacy is a basic requirement which requires the data (or documents) to be
outsourced should not be revealed to any unauthorized parties including cloud service
providers. Typically, it can be guaranteed by symmetric encryption algorithms. The
user who has the secret key can effectively decrypt the encoded data after retrieving
them from the cloud server.
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With respect to plaintext privacy, if the cloud server deduces any association be-
tween frequent keywords and encrypted dataset from the index, it may learn the main
content of a document. Therefore, searchable index should be constructed in such a
way that prevents the cloud server from performing such kind of association attacks.
In the non-randomized SSE schemes [Song et al. 2000; Goh 2003; Chang and Mitzen-
macher 2005; Curtmola et al. 2006; Liesdonk et al. 2010; Kamara et al. 2012; Kamara
and Papamanthou 2013], this kind of security is also called security against chosen
keyword attack (CKA). In our schemes, the randomness of encrypted index guarantees
to prevent such attacks from the cloud server.

Data users usually prefer to keep their query from being exposed to others, i.e.,
the keyword indicated by the corresponding token. In the literature [Curtmola et al.
2006; Stefanov et al. 2014; Kamara and Papamanthou 2013; Kamara et al. 2012], this
kind of leakage is called search pattern. Namely search patterns reveal whether the
same search was performed in the past or not. Curtmola et al. [Curtmola et al. 2006]
claimed that with the exception of oblivious RAMs (ORAMs), all non-randomized SSE
constructions leak the user’s search pattern since their search tokens are determin-
istic. Like existing randomized SSE schemes, our schemes use randomly generated
tokens to guarantee the privacy of a user’s search pattern. This security notion of
randomized SSE schemes is called predicate privacy [Shen et al. 2009]. Note that ran-
domizing token generation algorithm only contributes to defend outside adversaries
of the cloud server but not inner adversaries (e.g., cloud administrators), because the
entry of index touched in each search process discloses the search pattern as well. A
possible approach to reduce this leakage is to re-order the keywords and re-generate
the index periodically, say semimonthly or monthly.

Besides the above privacy requirements, we note that the sequence of search out-
comes of all SSE constructions will likely reveal the information of the keywords since
the cloud server will always return the same document set for the same queried key-
word. This kind of leakage is referred to as access pattern [Curtmola et al. 2006]. Only
ORAM can hide access patterns. But ORAM is computationally intensive and do not
scale well for real world datasets. In practice, one may reduce (but not eliminate) the
leakage of access patterns. For example, one could randomly insert fake documents in
the bitmaps [Islam et al. 2012].

In this paper, we focus on ensuring plaintext privacy against any adversary and
predicate privacy against outside adversaries of the cloud server. The above mentioned
techniques can be combined with our schemes to reduce search and access pattern
leakage as well.

4. PRELIMINARIES
4.1. Notations
Throughout the paper, we use the following notation.

For an integer n € N, let [n] be the set {1,--- ,n}, and let U,, be the uniform distribu-
tion over the set {0,1}". For a finite set S, let <+ S be the process of sampling a value

x according to the distribution over S, and let z £ S the random choose process of a
value = from the uniform distribution over S. Let & be a vector (z1,--- , x|z ), where |Z|
and z;(1 <7 <|Z|) respectively denote the number of elements and the i-th element of
vector Z. Let ' be the transposition of vector .

We overload the notation g™ to matrices: let g™ € G™*" be the matrix defined as
(gM);; = gMii, where 1 < i,j < n. Let M~! be the inverse matrix of M. Let g*™ be

y -1
the product defined as (g% Mt tznMuy .. grrMinteotenMun) and let ¢™'% be the
product defined as (g1 1@t Mingn . oMnazitet Mo nan),
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Fig. 1. The modified keyword structure

The scheme is parameterized by the security parameter \. A function e is negligible
if for every polynomial p(-) there exist an N such that for all integers n > N it holds
that e(n) < ﬁ.

4.2. Bilinear Map

Let GroupGen be a probabilistic polynomial-time algorithm that takes as input a se-
curity parameter 1%, and outputs (G, Gr, ¢, g, ¢), where G and G are groups of prime
order ¢, G is generated by g € G, and ¢ is a A-bit prime number. Let G be a (different)
group of order ¢. A bilinear map ¢ : G x G — G has the following properties.

(1) Bilinearity: for all g1, g> € G, a,b € Z it holds that e(g¢, g5) =e(g1, g2)?;
(2) Non-degeneracy: e(g,g) # 1;

(3) It follows that g7 = ¢(g, g) generates Gr-.

Let & ={x1, -+ ,z,} and ¥ = {y1, -+, yn} be two n-dimensional vectors. The bilinear
map of e(g7, g¥) is computed as follows:

e(gf,95) = elgi*.g8") - e(gi®.93°) - -elgi™, g3") = e(gr, go) ™01 Hontn

5. SEARCHABLE SYMMETRIC ENCRYPTION WITH BINARY SEARCH

For a searchable encryption scheme, the most difficult part is how to lower the search
time complexity while keeping the algorithm randomized. One intuitive idea is to en-
able the scheme to support binary search. Before introducing our approaches, we first
review the inverted index-based data structure in details.

5.1. Inverted Index-Based Data Structure

An inverted index is an index data structure storing a mapping from content, such
as keywords to a set of documents. The purpose of an inverted index is to allow fast
full text searches. It is the most popular data structure used in document retrieval
systems, used on a large scale for example in search engines.

The inverted index-based data structure is shown on the left of Fig. 1. Let D =
{dy,da,- -+ ,d;,} be the set of documents to be stored in an untrusted cloud server,
where |D| = m is the total number of documents. Each document d; contains a set
of keywords. Let W = {w,ws, --,w,} be the set of keywords in D, where |W| = n
is the total number of keywords. D;c[,) € D denotes the set of documents containing
keyword w;. The keywords and the sets of documents are respectively encrypted by
encryption algorithms Enc and E, and stored in the cloud as shown in Fig. 1. Note that
Enc and E are different encryption schemes: Enc is a searchable encryption scheme
supporting binary search proposed in this paper and E can be any secure symmetric
encryption scheme, such as Advanced Encryption Standard (AES). The n encrypted
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ALGORITHM 1: Query with Binary Search (C, T K, pp)

Input: C, TK, pp
Output: result
round = 0; head = 1; end = n; mid = 0; result = 1;
repeat
mid = [(head + end)/2];
if Test(T K, Cpia, pp) = 1 then
end = mid — 1;
else
head = mid + 1;
end
round + +;
until head > end;
if Cheaa.value # ¢ then
result = Cheaq.value;
end

keywords can be regarded as index of the encrypted documents and expressed as
C ={Cy, ---,Cn} = {Enc(w;),Enc(ws),-- ,Enc(wy)}. A data user can issue a query
with a search token TK = TokenGen(w;) for the documents that containing keyword
w;, where TokenGen denotes the corresponding token generation algorithm. To avoid
leakage of the queried keyword from encrypted index and search token, the encryp-
tion and token generation algorithms should be randomized as existing randomized
searchable encryption schemes [Shen et al. 2009; Yoshino et al. 2012]. However, with
the randomness of encrypted index and tokens, the cloud sever has to successively
compare the search token TK with each Cjc[,, in the search process as shown on the
left dashed box in Fig. 1. Obviously, the time complexity of such search method is linear
in the number of keywords.

5.2. Improvement of Keyword Structures

For efficient search, our first technique is to transform the unordered encrypted index
to an ordered structure, which can support efficient search such as binary search in
logarithmic-time complexity. We modify the keyword structure for satisfying the or-
dered requirement of binary search. As shown on the right dashed box in the Fig. 1,
we modify each index item to C; = Enc(ws,: -, w;, *, - -, %), Where * can be any value
in the domain of keywords. Correspondingly, the search token generation is changed
into TK = TokenGen(0,- - -,0,w;, 0, - -,0). Then, we use vectors to express them, that is,
< Wi, Wi, k% >and < 0,--+,0,w,;,0,---,0 >. So that the cloud server can perform
binary search by computing the inner product of the search token vector and the in-
dex vector and locate the matched index item. Computing inner-product of these two
vectors is actually a process of checking whether the queried keyword satisfies the
predicate of each index item using Bilinear Map (recall Section 4.2). If it is, then the
server continues to check the search token with the former half of index; otherwise,
the server continues to check the search token with the latter half of index.

The pseudo-code for querying with binary search is shown in Algorithm 1. Given
a search token TK for keyword w; and the encrypted index C, the algorithm ex-
poses the corresponding index item C; and returns E(D;) or L for "not found”. The
Test(TK, C;, pp) algorithm outputs a bit to indicate whether the index item C; matches
with the queried keyword corresponding to the given search token T'K. The symbol pp
in Algorithm 1 indicates the public parameters of our schemes (Readers can refer to
the Section 6.1 and 7).
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The limitation of this method is that the order of the keywords needs to be known by
the data user (token generator) which is not required in other SSE schemes. However,
we think this is acceptable in the private key setting where the data user usually is
the data owner or the data owner should send the secret key as well as the order of
keywords to the data user through a secure channel. For the privacy of underlying
keywords, we require that the order of keywords should be arbitrary and decided by
the data owner. The reason we do not use the lexical order of the keywords is that it
will reveal partial information about the keywords, e.g., the adversary will successfully
guess the first keyword since it probably begins with the letter A.

6. FRAMEWORK AND DEFINITIONS OF EPKS
6.1. The Framework of EPKS

Let IT=(Setup, Enc, TokenGen, Test, Query) be an EPKS scheme over the set of keywords
W, consists of the following probabilistic polynomial time (PPT) algorithms as follows:

—Setup(1?) — (pp, sk): On input the security parameter 1*, output public parameters
pp and a secret key sk.

—Enc(W, sk,pp) — C: On input the keywords set W = {wy, - ,w,} C W,, the
symmetric key sk and public parameters pp, output searchable encrypted index
C= (Cla"' 7071)

— TokenGen(wy, %, sk, pp) = TK: On input the keyword w; € W and its sequence number
1, the secret key sk and public parameters pp, output a search token TK.

—Test(TK, C;,pp) — {0,1}: On input a search token TK, each encrypted index item
C; and public parameters pp, output a bit indicating whether the item matches with
the queried keyword corresponding to the search token.

—Query(TK, C,pp) —E(D;) or L: On input a token T K, the searchable encrypted index
C = {C1,---,C,} and public parameters pp, perform binary search with running
Test algorithm, output the candidate set of encrypted documents E(D;) or L.

Remark. We restrict ourselves to symmetric key cryptography conditioned on the
event in which the data user has knowledge of the keywords collection when he
generate the token for keyword w;. To correctly create the search token, keywords w;
and its sequence number 7 are both needed in the process of token generation.

Correctness. The query correctness of an EPKS scheme can be defined as follows:

Definition 6.1 (Correctness). For all A, all W C W, letting (pp, sk) < Setup(1?),
C + Enc(W, sk,pp), TK <+ TokenGen(w;,1,sk,pp), and the Algorithm 1 is performed
correctly,

—If w; € W and ¢ is the sequence number of w; in set W, then Query(TK, C,pp) =
— Otherwise, Pr{Query(TK, C,pp)=_1]>1—¢€()), where €()) is a negligible function.

6.2. Modeling Plaintext Privacy and Predicate Privacy for Efficient Search

In this section we introduce the notions of plaintext privacy and predicate privacy
for our EPKS scheme. Recall Shen et al’s security notions of plaintext privacy and
predicate privacy [Shen et al. 2009], ask that both ciphertexts and tokens reveal no
information about the encoded predicate, but the definitions do not completely apply
to the framework of EPKS. The definition of plaintext privacy in [Shen et al. 2009]
only consider the security of single ciphertext, that is, the challenge is one cipher-
text corresponding to challenge keyword wyc o 1y. If directly applying this definition
in EPKS framework, the adversary will easily distinguish two ciphertexts with dif-
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Expt(;;gplyn’A EXptgFgPZH,A

1: (pp, sk) < Setup(1*). 1: (pp, sk) « Setup(1™*).

2: (Wi, Wy, state) + A(11), 2: (wg, wi, j*, state) « A(17),
where W, Wi CW, and |[W§|=|W|=n. where w§, wj €W and j* € [n].

3: C* <—Enc(W}', sk, pp). 3: TK* +TokenGen(w;, j*, sk, pp), where j* € [n].

4: <_',4Elnc(»,sk,pp),TokenGen(-,-,sk,pp)(Cr>a=7 state), 4: 0 (_AEnc(-,sk,pp),TokenGen(-,g::k,pp) (TK*, state),
where b’ €{0, 1}. where b’ €{0, 1}.

5: For all token queries (w;,j,j), where j € [n], 5: For all ciphertext queries W;,
Query(T'Kuw, ;, Cwg,pp) =Query(T'Kuw, ;, Cwr,pp), Query (Tng , Ci,pp> =Query (TKw; ) Cupp)-
then output ', otherwise output L. then output b’, otherwise output L.

Fig. 2. The Experiments of Expt(;j,gpl 4 and Exptng)P2 A

ferent order in the keyword set. Considering plaintext privacy in binary search, the
challenge should be a set of ciphertexts C*={Cfy,--- ,Cx} corresponding to challenge
keyword set W 0,1} Therefore we need to re-define the models of plaintext privacy

and predicate privacy under the EPKS framework.

Typically, our notions consider adversaries that are given the public parameters of
the scheme, and can interact with the encryption oracle Enc and the token generation
oracle TokenGen. The encryption oracle Enc takes as input any adversarially-chosen
vectors of keywords. For i-th encryption query W; = (w; 1, -+ ,w; ), the encryption
oracle Enc responds with C; + Enc(W;, sk, pp). The token generation oracle TokenGen
shares a state with the encryption oracle Enc, takes as inputs queries of the form
(ws 5,7), where w; ; is a keyword in W; and j € [n] denotes the sequence number of
w; ;, and responds with T'K,, , < TokenGen(w; j, j, sk, pp).

We also consider the selectlve variants of plalntext privacy and predicate privacy
that ask adversaries to announce ahead of time the challenge keywords.

6.2.1. Plaintext Privacy. The basic notion of plaintext privacy asks that it should not be
possible to learn any information about keywords from the ciphertexts beyond the ab-
solute minimum necessary. For example, in the context of cloud services, plaintext pri-
vacy refers to the risk that an unauthorized cloud server may learn the main content of
a document by inference on any association between frequent keywords and encrypted
dataset from the index. Therefore, the design of our searchable index should be con-
structed in such a way that can prevent the third party cloud server from performing
such kind of association inference attacks.

Definition 6.2 (plaintext privacy). An EPKS scheme II =
(Setup, Enc, TokenGen, Test, Query) is plaintext privacy if for any probablhstlc
polynomial-time adversary .4, there exists a negligible function ¢(\) such that

Ad 9PP1(>\) def

PY[EXPtgP)m A~ 1} Pr {EXPtsP)m A~ } ’ < e(N),

where for each b € {0,1} and A € N the experiment Expti 13 p111.4 is defined as shown

in Fig. 2.Public parameters and a secret key is generated by running Setup(1*).
Adversary A is given input 1*. It outputs a pair of keywords sets W, W; of the
same length. A uniform bit b € {0,1} is chosen, and then a challenge ciphertext
C* < Enc(W}, sk,pp) is computed and given to .A. The adversary A is given oracle
access to Enc(-, sk, pp) and TokenGen(-, -, sk, pp), but is not allowed to query the latter on
which Query(T' K., ;, Cwy, pp) # Query(T Ky, ;, Cw;,pp). Eventually, A outputs a bit ¥/,
which is also the output of the experiment. If ¥’ = b, we say that A succeeds.
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Remark. In addition, such a scheme is statistically plaintext private if the above holds
for any computationally-unbounded adversary.

6.2.2. Predicate Privacy. The basic notion of predicate privacy asks that it should not
be possible to learn any information, beyond the outcome of search, on the queried
keyword w; ; corresponding to a given token 7K, ;.

Definition 6.3 (predicate privacy). An EPKS scheme II =
(Setup, Enc, TokenGen, Test, Query) is predicate privacy if for any probabilistic
polynomial-time adversary .4, there exists a negligible function ¢(\) such that

Advil 2 () <

Pr{ExptgPZHVAzl} —Pr [Expti?PZ’H,Azl} ‘ < e(N),

where for each b€ {0,1} and A € N the experiment Exptgg pa.11.4 18 defined as shown
in Fig. 2. Public parameters and a secret key is generated by running Setup(1*).
Adversary A is given input 1*. It outputs a pair of keywords wj,w; and a sequence
number j*. A uniform bit b € {0,1} is chosen, and then a challenge search token
TK* < TokenGen(wy, j*, sk, pp) is computed and given to A. The adversary A is given
oracle access to Enc(-, sk, pp) and TokenGen(+, -, sk, pp), but is not allowed to query the
former on which Query (T'K,:,C;,pp) # Query ('K, Ci, pp). Eventually, A outputs a
bit &', which is also the output of the experiment. If ¥’ = b, we say that A succeeds.

Remark. In addition, such a scheme is statistically predicate private if the above holds
for any computationally-unbounded adversary.

7. CONSTRUCTION OF EPKS
Inspired by [Cao et al. 2011b], we present a concrete EPKS scheme on the cyclic groups
of prime order, which can be efficiently implemented. Compared with existing ran-
domized SSE schemes, this scheme offers stronger security, i.e., statistical plaintext
privacy and statistical predicate privacy.

Let II=(Setup, Enc, TokenGen, Test, Query) be an EPKS scheme. The detail construc-
tion of each algorithm is as follows.

— Setup(1*) — (sk, pp). The algorithm samples (G, Gr, g, g, ) < GroupGen(1*), where
G is a cyclic group of prime order ¢, an (n+ 1)-bit vector I& {0,1}™*! subjects
to I'# {0}, two full rank matrices M’, M" <& 7, ("*)*("+1) "and a collision-resistant
hash function H:{0,1}* —Z,. It then sets pp= (G, Gr, ¢, g, ¢, H) as public parameters
and sk = (f, M’, M") as the secret key. Note that M’, M" are invertible with all but
a negligible probability.

—Enc(W, sk, pp) — C. With a collection of keywords W = {wy,--- ,w,}, the algorithm
encrypts it with secret key sk and outputs the encrypted index C={C4,Cs,--- ,C,},
where each element C; is generated as follows.

(1) Generate an (n+1)-dimensional vector p; = (p; 1, - ,Pin+1) as follows. For j=1
to n+1, if j <4, set p; ;= H(w;); if i < j <n, set p; ; =2, ; ¢ Zg; if j =n+1, set
piJ = 1

(2) Split p; into two vectors p), and p} with the splitting indicator I as follows. For
1<j<n+1,if I; =0, set p; ; = p; = pi; (mod q); if I; =1, set p; ; +p/; = pi

(mod gq), where p; ; <£Zq and p};=p; j—p; ; (mod g).
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(3) Encrypt these two vectors as C; = (g7, g7 M"Y = (C; 1, C; ) for keyword w;.

— TokenGen(w;, i, sk, pp) — TK. With the queried keyword w; and its sequence number
1, secret key sk and public parameters pp, the algorithm creates search token TK
for keyword w; as follows.

(1) Generate an (n+1)-dimensional vector ¢ = {t1, - ,¢,+1} as follows. For j =1 to
n+1,if j=i, set t;=r<> Z,; if j#i and j<n, set t;=0; if j=n—+1, set t, =a < Z,.
(2) Split ¢ into two vectors i’ and # with the splitting indicator I as follows. For j =1
ton+1,if I; =1, set t; =t =t; (mod q); if I; =0, set t; +t7 =t; (mod ¢q), where
t <% Z, and "/ =t;—, (mod q). . -
(3)Compute 3 = H(w;) and output TK = (¢M t M 't gBte) =
(TKl, TKQ, TKg) fOI‘ Ws.
—Test(TK, C;,pp) — {0, 1}. With the search token TK for keyword w; and ciphertext

C;, the algorithm tests whether the following equation holds. If Equation (1) holds
it returns 1; otherwise it returns 0.

e(Ci1, TK,) - e(Ci o, TKy) = e(g, TK3) 1)

— Query(TK, C,pp) — E(D;) or L. With the search token T K for keyword w; and en-
crypted index C, the server performs the binary search according to Algorithm 1. In
each round of search, it runs Test algorithm. Once the execution of binary search is
completed, it outputs the corresponding encrypted documents set E(D;) or a symbol
L for "not found”.

Correctness. We state the following theorem about the correctness of EPKS scheme.

THEOREM 7.1. If each algorithm is performed correctly, EPKS scheme 11 satisfies
the correctness as defined in Definition 6.1.

PROOF. With a search token TK for keyword w; € W and an encrypted index item
of keyword w; where j < i, the left side of Equation (1) can be computed as follows.

—/ " =17
M M
e(g" g )

Il
o
Sl
oD

According to the feature of binary search in Query algorithm, we observe that if the
sequence number of queried keyword is less than or equal to the sequence number of
index, that is, j < 4, then Equation (1) holds; otherwise Equation (1) does not hold with
probability 1 — 1/¢ for a large prime g.

Therefore, for a search token TK formed by a keyword w ¢ W, the probability that
Query(T'K, C, pp) correctly outputs L, once it has completed binary search, is greater
than or equal to 1 — 1/¢l°e"1. O

Security. We state the following theorem about the security of EPKS construction.

THEOREM 7.2. EPKS scheme 11 is statistically plaintext private and statistically
predicate private when n > 2.
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7.0.3. Proof of Plaintext Privacy
LEMMA 7.3. The EPKS scheme 11 is statistically plaintext private when n > 2.

PROOF. Let A be a computationally unbounded adversary that makes a polyno-
mial number of queries to the encryption oracle Enc and the token generation oracle

TokenGen. We prove that the distribution of A’s view in the experiment Exptgg) P1ILA

is statistically close to the distribution of A’s view in the experiment Exptg}) p1a.a (We
refer the reader to Definition 6.2 for the descriptions of these experiments). We denote
these two distributions by Viewggl)p1 and Viewgl)gl, respectively.

Denote by Wi = (wg 1, -+ ,wg ,,) and Wi = (wy ;,--- ,wf ,) the two challenge keywords
collections with which .4 sends to the encryption oracle Enc. Having already fixed hash
function H and sk= (f, M', M"), we can assume that

At

Viewpp, =((Cf 1, CF o), (Cr 1, G 2)) = (g7, FFM7), o (g7 g7 M)
for b€{0,1}, where (wy, -+, wpn) = (wg 1, - -, wg ,,) for b=0, (w1, -, w,) = (w7 1, -, wi ) for
b=1.

Observe that M’ and M" are uniformly chosen from ZEZRH)X(”H), thus for every
i € [n] the distributions of 7'M’ and p/M" are uniform as long as 7,5/ # 0. Then
we further prove the joint distributions of (p} M’,--- ,p, M’) and (pyM",--- ,pM") are
also uniform.

The above two distributions can be denoted by P’M’ and P”M", where P’ and P”
are two matrices respectively consist of 7, - -, ], and Y, - -, p.. We can infer that the
two distributions of P'M’ and P”M" are uniform as long as p}, --,p], and pY, -, p
are linearly independent. We first consider the linear dependence of vectors 71, - -, py,.
Note that H is a collision-resistant hash function, thus the probability of any two
H(w;) and H(w;) are identical is negligible. If any two vectors of pi,- - -, p,, are iden-
tical, then vectors pj, - -, p,, are linearly dependent. Since each z; ; in p; is uniformly
chosen from Z,, the probability that vector p,,_1 = (H(w1), - -, H(wn-1), Trn—1,1) and
P =(H(w1), -+, H(wn-1), H(w,), 1) are identical is 1/q. Therefore, the probability that
vectors pi, -+, pn, are linearly dependent is at most 1/¢. This implies the probability
that vectors p, - -, p}, are linearly dependent is at most 1/¢, which is negligible, af-
ter randomly split by splitting indicator vector I # 0. The same clearly holds also for
vectors 7/, - , i’ Therefore, the statistical distance between View!"), and Viewggll)g1 is
negligible in \. O

7.0.4. Proof of Predicate Privacy
LEMMA 7.4. The EPKS scheme 1l is statistically predicate private when n > 2.

PROOF. Let A be a computationally unbounded adversary that makes a polyno-
mial number of queries to the encryption oracle Enc and the token generation oracle

o e i . (0)
TokenGen. We prove that the distribution of A’s view in the experiment Expt ppy 7 4

is statistically close to the distribution of A’s view in the experiment ExptS)) P24 (We

refer the reader to Definition 6.3 for the descriptions of these experiments). We denote
these two distributions by Viewggl)32 and Viewg,)l})n, respectively.
Denote by (wg,5*) and (w7, ;*) the two challenge keywords with which A sends to

the token generation oracle TokenGen. Having already fixed hash function H and sk =
(I, M', M"), we can assume that

. b =17 11 —1T *
Viewopy =(TK;, TKy, TK3) = (g™ 77, gM" 1" gr7+a)
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for be{0,1}, where w} =w for b=0, wi =wj for b=1, and r,a & Zy.

Observe that only T K7 is related to the underlying keyword wj;. The first two parts
TKY and TK3 are only related to the sequence number j*, which is identical in terms
of choosing b € {0, 1}. Thus for b € {0,1} we can directly infer that the distribution of

TKj is statistically-close to uniform, as a & Z,. This implies the statistical distance
between Viewggl)D2 and Viewgl)t,z is negligiblein A\. O

8. FROM EPKS TO DEPKS

Due to the requirement of addition, deletion and update the keywords and documents
after the index have been built, a practical SSE scheme should support dynamic up-
dates with low communication and computation cost. Fortunately, EPKS scheme can
be easily extended to dynamic settings.

In order to add new keywords into the index after they have been generated, we let
£ be a predefined public parameter, which is the maximum dimension of vectors used
in the algorithms. That is, as long as the current number of keywords is less than /, a
new keyword can be easily added into the index without re-setup the whole system.

Let TP = (Setup,Enc, TokenGen, UpdateToken, Update, Test, Query) be a DEPKS
scheme over the set of keywords W, consists of the following probabilistic polynomial
time (PPT) algorithms as follows:

— Setup(1*,£) — (pp, sk): On input the security parameter 1* and an upper bound /,
output public parameters pp and a secret key sk.

— Enc(W, sk, pp) — C: On input the keywords set W = {wy, - ,w,} CW,, where n </,
the symmetric key sk and public parameters pp, output searchable encrypted index
C=(Cy, - ,Cp).

— TokenGen(w;, i, sk, pp) = TK: On input the keyword w; € W and its sequence number
i, the secret key sk and public parameters pp, output a search token T K.

— UpdateToken(w., i, sk, pp) — C!: On input the updated keyword w} and its sequence
number i € [n+1], the symmetric key sk, and public parameters pp, output an updated
ciphertext C/.

—Update(Cl, E(D}),i,7,) — (C',n’): On input the updated ciphertext C, the corre-
sponding encrypted document set E(D)), the sequence number i € [n+ 1] and the
update type 7, € {update, add, delete}, output a new encrypted index C’ and a new
counter n/, which indicates the number of keywords contained in the underlying
plaintext of current ciphertexts.

—Test(TK, C;,pp) —{0,1}: On input a search token TK, each encrypted index item C;
and public parameters pp, output a bit indicating whether the encrypted index item
satisfies the queried keyword corresponding to the search token.

— Query(TK, C,pp) — E(D;) or L: On input a search token TK, the set of searchable
encrypted index C = {C4, - ,C,} and public parameters pp, perform binary search
with running Test algorithm, output the candidate set of encrypted documents E(D;)
or 1.

Correctness. The query correctness of a DEPKS scheme can be defined as follows:

Definition 8.1 (Correctness). For all )\, all W C W,, letting (pp, sk) < Setup(1?),
C « Enc(W,sk,pp), TK < TokenGen(w;,1,sk,pp), C; < UpdateToken(w},i,sk,pp),
(C',n')<+Update(C}, E(D}),i,7,), and the Algorithm 1 is performed correctly,

—If w; €W, and i is the sequence number of w; in set W, then Query(TK, C, pp) =E(D;).
— Otherwise, Pr[Query(TK, C,pp)=_1]>1—¢€()), where €()) is a negligible function.
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Security. The security definitions of DEPKS are similar to the security defini-
tions of EPKS except that the adversary is allowed to query update token gener-
ation oracle UpdateToken as well as encryption oracle Enc and search token gener-
ation oracle TokenGen. Note that, for all update token generation queries (w; ;,J),

Query (T'Ky:, C},pp) =Query (TK,:,C},pp).

9. CONSTRUCTION OF DEPKS

Let II” = (Setup,Enc, TokenGen,UpdateToken, Update, Test,Query) be an DEPKS
scheme. The detail construction of each algorithm is as follows.

— Setup(1*, ¢) — (sk, pp). This algorithm performs the same as the Setup algorithm of
EPKS except that it generates an ({+1)-bit vector I {0,1}**! and two full rank

matrices M’, M" <& 7, ((HDx(E+D),

—Enc(W, sk, pp) — C. With a collection of keywords W = {wy,--- ,w,}, where n < ¢,
the algorithm encrypts it with secret key sk and outputs the encrypted index C =
{C1,Cs,---,Cy}, where each element C; is generated as follows.

(1) Generate an (¢+1)-dimensional vector p; = (p; 1, - -, pi,¢+1) as follows. For j=1 to

041, if § <i, set p; ;= H(w;); if i < j <C, set p; ; =m; j ¢ Zg; if j=(+1, set p; ;=1.
(2) Split p; into two vectors p; and p; with the splitting indicator I as follows. For
1<j<t+1,if [; =0, set p; ; =p]; =pij (mod q); if I; =1, set p} ;+p}; =pi;

(mod gq), where p/ &Zq and p;;=p; j—p; ; (mod g).
(3) Encrypt these two vectors as C; = (g7iM’ | gPiM")=(C; 1, C; ) for keyword w;.
— TokenGen(w;, i, sk, pp) — T K. With the queried keyword w; and its sequence number
i, secret key sk and public parameters pp, the algorithm creates a search token T'K
for keyword w; as follows.

(1) Generate an (¢+1)-dimensional vector {={t,,---, .1} as follows. For j=1 to /+1,
if j=i, set t; =r <" Z,;if j#i and j <0, set t; =0;if j=(+1, set t, =a <" Z,.

(2) Split 7 to two vectors ¢ and ¢ with the splitting indicator I as follows. For j =1
to (+1,if I; =1, set ¢’ =17 =1; (mod q); if I; =0, set ¢+t =t; (mod ¢), where
¢ <% Z, and ¢/ =t; 1 (mod q).

(3)Compute 8 = H(w;) and output TK = (¢M 'T" gM" """ grétay —
(TKl, TKQ, TKg) for W;.

— UpdateToken(w!, i, sk, pp) — C!. With the updated keyword w; and its sequence num-
ber i, where i </ and i € [n+1] and n is the current number of ciphertexts, secret key
sk and public parameters pp, the algorithm generates the updated ciphertext C; as
the same as the steps of Enc algorithm.

—Update(C!, E(D}),i,7,) — (C’,n'): With the updated ciphertext C/, the corresponding
encoded documents set E(D)), the sequence number i € [n+ 1] of the ciphertext to
be updated, where n is the current number of ciphertexts, and an update type 7, €
{update, add, delete}, the algorithm operates as following steps:

(1)if 7, = update and i € [n], then replace the i-th ciphertext C; with C/ and the
corresponding encoded documents set E(D;) with E(D,), and set n’ = n;

2)if 7, = add, i = n+1 and n < ¢, then add the ciphertext C] at the end of the
ciphertexts, i.e., add it to the (n+1)-th position, and let it point to the address of
storing E(D}), and set n'=n+1,;

(3)if 7, = delete and i € [n], then delete the corresponding encoded documents set
and set C;=C/, E(D;)=¢ and n’ =n.

Finally, the algorithm outputs the updated ciphertexts set C’ and n'.
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—Test(TK, C;, pp) — {0, 1}. The algorithm performs the same as the Test algorithm of
EPKS.

— Query(TK, C,pp) — E(D;) or L. The algorithm performs the same as the Query algo-
rithm of EPKS.

Correctness. We state the following theorem about the correctness of DEPKS scheme.

THEOREM 9.1. If each algorithm is performed correctly, DEPKS scheme 11” satis-
fies the correctness as defined in Definition 8.1.

The proof of this theorem is similar to the proof of Theorem 7.1 except the dimension
of vectors are extended to ¢, thus we omit it here.

Security. We state the following theorem about the security of DEPKS scheme.

THEOREM 9.2. DEPKS scheme I1” when ¢ >n > 2 is statistically plaintext private
and statistically predicate private.

The proofs are similar to the proofs of Lemma 7.3 and Lemma 7.4 except the dimen-
sion of vectors are extended to /. The security notions still can be guaranteed by the
randomness of ciphertexts, search tokens and update tokens.

9.1. The Support of Dynamic Updates

In a dynamic searchable encryption scheme, data adding, deletion and update oper-
ations should be supported without needing to either re-index the entire data collec-
tion or make use of generic and expensive dynamization techniques. The existing SSE
schemes that support data dynamics were proposed in [Liesdonk et al. 2010; Kamara
et al. 2012; Kamara and Papamanthou 2013; Cash et al. 2014; Stefanov et al. 2014].
The constructions in [Kamara et al. 2012; Kamara and Papamanthou 2013] support
dynamically update and delete documents but require re-encrypting each node of the
tree-based multi-map data structure when updating and deleting keywords. Moreover,
for updates and deletions, they need 1.5 rounds of interaction (i.e., three messages be-
tween client and server). That is, the client generates an update token with the help
of the server. Given such token, the server can update the index. Such interactive to-
ken generation may affect the update efficiency. As for the privacy, as far as we know,
existing dynamic searchable encryption schemes [Liesdonk et al. 2010; Kamara et al.
2012; Kamara and Papamanthou 2013; Cash et al. 2014; Stefanov et al. 2014] are rely
on the security notion of CKA2, which does not consider the information leakage from
the deterministic update token as well as the search token.

Our DEPKS construction can address the above problems and easily fulfill more
efficient updating, adding and deletion both for keywords and documents. The client
generates update token without the help with the server and the update operation is
completed in 1 round of interaction. Besides, in our DEPKS scheme, the update token
generation algorithm is randomized as well as search token generation algorithm and
encryption algorithm. Therefore, our scheme can achieve predicate privacy, in which
given the index, search tokens and update tokens, the adversary can not obtain any
information about the queried keyword.

9.1.1. Keywords Dynamic Updates. To update a keyword w;, the client (data owner) takes
as input the keyword w) to be updated and the location i of the updated keyword, the
secret key sk and public parameters pp and runs UpdateToken to generate the updated
ciphertext C;. Once the cloud server receives C}, the encoded documents set E(D)), the
sequence number : and an update type 7, from the client, it performances as the three
cases of algorithm Update to output the new index and the number of keywords n’ after
updating.
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Table I. Comparison of SSE Schemes

‘ ‘ Scheme ‘ Security ‘ Index size ‘ Search time ‘ Dynamics ‘
3 SWPO00 [Song et al. 2000] CPA N/A oDl Yes
N
g Z-1IDX [Goh 2003] CKAl O(m) O(m) Yes
3 CMO05 [Chang and CKAl O(m - n) O(m) Yes
g Mitzenmacher 2005]
= SSE-1 [Curtmola et al. 2006] CKA1 O |1Ds| +n) O(|D;|) No
g SSE-2 [Curtmola et al. 2006] CKA2 O(m - n) O(|D;]) No
Z KO12 [Kurosawa and Ohtaki ucC O(m - n) O(n) No
2012]
KPR12 [Kamara et al. 2012] CKA2 o |Di|l +n) O(|D;)) Yes
OXT [Cash et al. 2013a] CKA2 O(Xr_, |Di| +n) O(|D;|) No
2 SKPOE [Shen et al. 2009] 2PP 0(n?) O(n?) No
N
g SK-PE [Yoshino et al. 2012] 2PP O(n?) O(n?) No
3 EPKS statistical 2PP O(n?) O(nlogn) No
g DEPKS statistical 2PP O(n?) O(nlogn) Yes
4]

Note: m is the total number of documents. n is the total number of keywords in documents. D is the
ensemble of documents. || D|| is the bit length of the set of documents. |D;| is the number of documents
that contain the keyword w;. UC means universal composability. We write 2PP for both plaintext privacy
and predicate privacy.

Note that the vectors in Enc and TokenGen are always ¢-dimensional, we require that
the client can append a keyword and its corresponding documents set at the end of the
index as long as current number of ciphertexts is less than the preset upper bound /.
There are two advantages of preset maximum dimensions of vectors. The first is that
it can dynamically add and delete keywords without re-building the whole index. The
second is that it can keep the search correctness as long as the client generate search
token and the server performs correctly after adding and deleting keywords.

9.1.2. Documents Dynamic Updates. Basically, adding and deletion a document can be
done by updating the corresponding keywords. Specifically, when the client wants to
add or delete a document, it respectively adds or deletes the document in the docu-
ments set corresponding to each keyword, runs UpdateToken algorithm to generate the
new index item and sends the updated index item, the re-encrypted documents sets,
sequence numbers and corresponding update types to the server. The server updates
the index item and encoded documents sets in turn according to update types.

10. IMPLEMENTATION AND EVALUATION

Most existing randomized SSE schemes that achieve plaintext privacy and predicate
privacy, such as SKPOE [Shen et al. 2009], SK-PE1 [Yoshino et al. 2012] and RPE [Lu
2012], are constructed based on the groups of composite order that require very large
parameter sizes according to National Institute of Standards and Technology (NIST)
recommendations. Moreover, the pairing computation is much slower over a composite-
order than an elliptic curve [Guillevic 2013]. Fortunately, Freeman [Freeman 2010]
and Lewko [Lewko 2012] provided a generic conversion from the composite-order to
the prime-order setting. Based on this, Yoshino et al. gave a more efficient prime-
order group instantiation, called SK-PE2 of SK-PE1 [Yoshino et al. 2012]. Therefore,
our experiments mainly focus on the implementation of EPKS and DEPKS and the
comparisons between EPKS and SK-PE2.

10.1. Complexity Analysis

Table I summarizes the four important characters: security, storage space complexity,
search time complexity and dynamics of our schemes and other existing SSE schemes.
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Note that the last four SSE schemes (including our schemes) are randomized, that
is, both encryption and token generation are probabilistic, which offer stronger secu-
rity i.e., plaintext privacy and predicate privacy. Therefore, we mainly compare our
schemes with existing randomized SSE schemes, i.e., SKPOE [Shen et al. 2009] and
SK-PE [Yoshino et al. 2012] in this paper.

As shown in Table I, compared with existing randomized SSE schemes, our schemes
significantly reduces search time complexity. In addition, EPKS and DEPKS achieve
information-theoretical security, i.e., statistical plaintext privacy and statistical pred-
icate privacy.

10.2. Experimental Evaluation

For our experiments, we build datasets indexed by different number of keywords (i.e.,
n = 100, 1000, 2000, - - - , 10000). We encrypted the datasets with AES and encrypted the
indexes with SK-PE2, EPKS and DEPKS respectively, and the encrypted data and
indexes were stored on our machine. We then executed random queries over these
encrypted data.

We implemented our constructions in JAVA with Java Pairing Based Cryptography
library (JPBC) [JPB ]. Our experiments were run on Intel(R) Core(TM) i7-3520M CPU
at 2.90GHz processor and 3537MB memory size. In our implementation, the bilinear
map is instantiated as Type A pairing (base field size is 512-bit), which offers a level
of security equivalent to 1024-bit DLOG [JPB ].

10.2.1. EPKS Implementation. Fig. 3 shows the comparisons of computation, storage and
communication overhead between EPKS and SK-PE2 [Yoshino et al. 2012]. For the
time cost of encrypting each index item, EPKS is less than SK-PE2 when n is small
(say n < 480). With the increasing of n, the time cost of encryption of EPKS is grow
faster than SK-PE2. Similarly, for the time cost of token generation, EPKS is less
than SK-PE2 when n is small (say n < 970). But when n is large, EPKS is slower
than SK-PE2 for generating a search token. However, index encryption and search
token generation can be done offline. From the observation of Fig. 3(c), EPKS is much
more efficient than SK-PE2 for query. For example, EPKS takes about 44 minutes
to complete searching the whole index with 5000 keywords, in contrast to more than
6 days in SK-PE2. Moreover, with the increasing of n, this advantage becomes more
significant. Fig. 3(d) and Fig. 3(e) respectively show the storage and communication
overhead comparisons between EPKS and SK-PE2 [Yoshino et al. 2012]. Note that
here the storage overhead and communication overhead are respectively measured by
the size of index and the size of search token. The size of encrypted documents is not
considered since it is decided by the size of original documents and the symmetric
encryption scheme, which beyond the scope of this paper. The experimental results of
Fig. 3(d) conform to the theoretical results in Table I, which shows that EPKS have
the same index size with SK-PE2 [Yoshino et al. 2012]. As shown in Fig. 3(e), for the
bandwidth consumption of a single query, the cost of EPKS is slightly more than SK-
PE2.

10.2.2. DEPKS Implementation. To support dynamically keyword and document up-
dates, we extend the vectors from n-dimension to /-dimension in the construction of
DEPKS. Therefore, the time complexity of each algorithm in DEPKS is related to the
preset parameter ¢. Here, we set ¢ = 10000 for the following experiments. With the
fixed vector dimension ¢ = 10000, the time cost for encrypting each index item is about
64 minutes and the time cost for generating a search token is about 32 minutes.

Fig. 4 shows the performance of DEPKS respectively in terms of computation, stor-
age and communication overhead. As demonstrated in the Fig. 4(a), with the preset
value ¢ = 10000, the time cost for query increases logarithmically with the number
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of keywords. For a single query, the cloud only needs to take about 95 minutes to
complete search the whole index with 10000 keywords. Fig. 4(b) shows the compu-
tation overhead of adding and deleting a document with o keywords. The time cost
for adding or deleting a document increases linearly with the keywords number of
the document. In addition, the time costs for adding and deleting a document with
same keywords number are almost the same. As shown in Fig. 4(c), the index size of
DEPKS increases linearly with the number of keywords. For example, the cloud server
needs about 382M to store an encrypted index with 5000 keywords. While, when the
keywords number is increased to 10000, it needs about 763M to store the index. As
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demonstrated in Fig. 4(d), the bandwidth consumption for adding or deleting a single
document increases linearly with the number of keywords of the document.

As can be seen, although the computation costs on client side in our schemes are
more than existing scheme [Yoshino et al. 2012], when the number of keywords is
large (e.g., n = 10000), our EPKS and DEPKS schemes achieve high efficiency of query
over encrypted data. The larger the index size (i.e., the number of keywords) is, the
higher query efficiency gain can be achieved.

11. CONCLUSIONS

In this paper we have proposed EPKS and DEPKS scheme for inverted index-based
encrypted data. First, we have described our approaches of constructing a searchable
symmetric encryption scheme that supports binary search. Then, we have presented
frameworks and formal security definitions both for EPKS and DEPKS. Built on the
proposed frameworks, we have respectively designed scheme for EPKS and DEPKS,
which are based on the groups of prime order. Both proposed schemes have high ef-
ficiency and enjoy strong notions of security, namely statistical plaintext privacy and
statistical predicate privacy. Moreover, DEPKS not only maintains the properties of
logarithmic-time search efficiency and high privacy, but also has fewer rounds of com-
munication for updates, specifically, one round of interaction for each update compared
to one and half round of interaction in existing DSSE schemes.
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