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Abstract
Agent-based simulation is a valuable tool for validating the theoretical models biologists and ethologists use to explain animal behavior. By automating the process of constructing agent-based models (ABM) directly from observation data we can enable researchers to focus more of their time on the analysis of the behaviors and animals in question. We present experimental results using a modified version of \( k \) Nearest Neighbor to learn an executable model of fish schooling behavior from both synthetic data and tracking data of live juvenile *Notemigonus Crysoleucas*, and quantitatively assess the performance of the learned behavior. Our experiments illustrate that our method can successfully learn fish schooling, and provide an objective criteria for comparing competing biological theories of behavior.

1. Introduction
Biologists and ethologists have found a useful tool for describing and analyzing the behavior of social animals in agent-based models and multiagent systems. Such models have been successfully used to describe and analyze hunting behavior in ants [6], schooling behavior in fish [1], and nest site selection behavior, a form of collective decision making, in both ants [5] and bees [4]. However, until now these models have been constructed by hand after careful analysis of large quantities of empirical observation data. For example, in constructing their model of collective nest choice behavior in [5] the authors examine over 12000 interactions between approximately 290 ants in 12 videos each ranging from 30 to 150 minutes in length, by hand. In this work we present new experimental results using a framework for automating the process of constructing agent-based models from observational data. Details on the modified \( k \)-NN learning method can be found in [3].

2. Experiments
We performed two different experiments. In the first we created a synthetic schooling behavior by hand, and then reconstructed the synthetic behavior using logs from our simulator as input to our \( k \)-NN algorithm. In the second we took tracking data from top-down video of schooling fish in a shallow tank, and applied the same learning technique. In each instance we compared the learned behavior with the original behavior which generated the training data on three metrics discussed next.

In order to compare whether a learned behavior is similar to the behavior which generated its training data quantitatively, we need to choose a set of metrics which can be computed from the observation data we have access to, and which cover the important aspects of the behavior of interest. For fish schooling we consider three quantitative metrics that describe characteristic aspects of the entire school:

1. Maximum distance between two fish in the school. This is an indicator of the overall school diameter

2. Average distance to the nearest neighbor fish. This describes the density of the school.

3. Variance in the average distance above. This describes how uniformly the school is distributed.

By computing these metrics at each time step and estimating their distributions, we can quantitatively characterize the behavior of the two different systems, and compare them. Figure 1 shows the distributions of the maximum distance metric for the synthetic and real fish as compared to the learned behavior in both cases. Tables 1 and 2 give a quantitative assessment of the similarity between the distributions for all three metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Synthetic</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum distance</td>
<td>0.14</td>
<td>0.26</td>
</tr>
<tr>
<td>Average NN distance</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>Variance NN distance</td>
<td>1.21</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Table 1: \( \chi^2 \) histogram similarity for synthetic schooling.

3. ANALYSIS

The results on the synthetic data suggest that we can successfully construct an executable model of behavior from observational data, however the data on real fish indicate there is a mismatch between the theoretical model of perception used to compute the percepts from the observation data, and the actual perceptions of the animals. In the synthetic model the perceptions of the agents are known exactly, whereas the perceptions that are important to the schooling behavior of fish have to be inferred. An important benefit of the approach we describe here is the quantitative comparison of the resulting learned behaviors. Learned behaviors which are more similar to the behavior of the animal provide evidence that the perceptual model used in computing the perception–action pairs passed to the learning algorithm is more likely to be what the animal actually perceives.

In future work we would like to explicitly characterize the classes of behaviors that can be accurately learned using our methods, in the sense that the learned behaviors can still be used to correctly rank competing perceptual models. The types of behaviors that the learning mechanism discussed in this paper constructs can be classified as single state controllers. Recent work on learning multi-state controllers [2] introduces a more complicated learning method, but it remains to be shown what the trade offs are in using a more expressive complex method versus a less expressive but simpler method in a quantitative sense.
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