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Abstract—When multiple virtual machines (VMs) are coscheduled on the same physical machine, they may undergo a performance degradation. The performance degradation is due to the contention for shared resources like last level cache, hard disk, network bandwidth etc. This can lead to service-level agreement violations and thereby customer dissatisfaction. The classical approach to solve the coscheduling problem involves a central authority which decides a coschedule by solving a constrained optimization problem with an objective function such as average performance degradation. In this paper, we use the theory of stable matchings to provide an alternate game theoretic perspective to the coscheduling problem wherein each VM selfishly tries to minimize its performance degradation. We show that the coscheduling problem can be formulated as a Stable Roommates Problem (SRP). Since certain instances of the SRP do not have any stable matching, we reduce the problem to the Stable Marriages Problem (SMP) via an initial approximation. Gale and Shapley proved that any instance of the SMP has a stable matching and can be found in quadratic time. From a game theoretic perspective, the SMP can be thought of as a matching game which always has a Nash equilibrium. There are distributed algorithms for both the SRP and SMP problems. A VM agent in a distributed algorithm need not reveal its preference list to any other VM. This allows each VM to have a private cost function. A principal advantage of this problem formulation is that it opens up the possibility of applying the rich theory of matching markets from game theory to address various aspects of the VM coscheduling problem such as stability, coalitions and privacy both from a theoretical and practical standpoint.

We also propose a new workload characterization technique for a combination of compute and memory intensive workloads. The proposed technique uses a sentinel program and it requires only two runs per workload for characterization. VMs can use this technique in deciding their partner preference ranks in the SRP and SMP problems. The characterization technique has also been used in proposing two new centralized VM coscheduling algorithms whose performance is close to the optimal Blossom algorithm.
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I. INTRODUCTION

Virtualization technology provides for composing elastic virtual machines (VMs) by virtualizing physical resources like processors, main memory, storage and networking devices [1], [4]. Each independent application can run on one or more VMs which can be configured to specifically suite the application needs. Application isolation, security requirements and service-level agreements can be achieved with relative ease when compared with multiple applications running on a single big monolithic physical machine (PM). Although application isolation in terms of the software requirements is easy, performance isolation is not guaranteed automatically as virtual machines running on the same physical machine can interfere with each other. For example, if two memory intensive VMs are assigned different cores on a dual core physical machine, they contend for the same Last Level Cache (LLC) polluting each others working set. This will adversely impact the performance of the applications running on those VMs. In general, a VM can undergo performance degradation if it contends for the same resource required by another VM. Performance degradation can be measured using metrics such as response time for client-server applications and running time for compute intensive applications.

Consequently, placement of VMs on PMs is a critical task as it directly affects the extent of performance degradation of a VM. Virtual machine coscheduling problem aims at finding a map between VMs and PMs while optimizing certain performance metric. Two such notable metrics are average and maximum performance degradation over all the VMs. The number of PMs required to satisfy the service-level agreements (SLAs) of all the VMs is yet another performance metric. If we consider multiple performance metrics simultaneously, then the coscheduling problem becomes a multi-objective optimization problem and there can only be pareto-optimal solutions.

The classical approach to solve the VM coscheduling problem involves a central authority which decides the VM mapping based on certain global objective function. This is currently the case in data centers and public cloud providers such as Amazon EC2 [28] and Microsoft Azure [8]. An alternate approach is to consider a distributed coscheduling algorithm wherein each VM chooses its own partner VM on mutual consent. Each VM can have its own preference list of partners based on a private benefit function. This problem can be seen as the well-known Stable Roommates Problem (SRP) [6], [18] from game theory and combinatorics. Irving [18] proposed a $O(n^2)$ time centralized algorithm to determine a solution for an instance of SRP if there exists one. We can circumvent the instability issues in the SRP by reducing the coscheduling problem to Stable Marriages Problem (SMP) [15], [19] through an initial approximation.
described in this paper. Gale and Shapley [13] proved that every instance of an SMP has a stable matching and gave a polynomial time algorithm to construct the same. Gale and Shapley’s SMP algorithm, and Irving’s SRP algorithm can be run in a distributed fashion [7] by the participating VMs wherein each of the VMs need not reveal their partner preferences. Our formulation of the VM coscheduling problem as an SRP or an SMP opens up the possibility of using the rich theory of two sided matching market design [23].

A requirement for any VM coscheduling algorithm (centralized or distributed) is the characterization of a VM workload and a model for its interference effects. In this paper we propose an efficient workload characterization technique which can be used by the VMs to arrive at preference lists in SRP and SMP formulations. Using the same characterization technique, we also propose two new centralized approaches for VM coscheduling.

II. PROBLEM DEFINITION

Given \( n \) VMs and \( m \) k-core PMs, the VM coscheduling problem is to assign each VM a core of a PM such that certain objective function is optimized. In this paper, we only consider dual core PMs. We can summarize the performance degradation of VMs, when coscheduled with one of the other VMs, by using an \( n \times n \) matrix whose \((i,j)^{th}\) entry, denoted as \( d_{ij} \), indicates the performance degradation of \( i^{th} \) VM when coscheduled with \( j^{th} \) VM. Note that the performance degradation matrix is not symmetric. Given a performance degradation matrix, we can consider one of the following two objective functions for optimization.

1) **sum-objective**: Find an optimal coschedule such that the sum of all the VM performance degradations is minimized.

2) **minmax-objective**: Find an optimal coschedule such that the maximum of all the VM degradations is minimized.

The problem of optimizing the sum-objective function [21] is equivalent to finding a minimal weight complete matching in an undirected graph with \( n \) vertices. Each vertex in the graph represents a VM and an edge \((i,j)\) is annotated with the weight \( d_{ij} + d_{ji} \). There exists a polynomial time algorithm to compute a minimum weight matching in a graph and it is called as the Blossom algorithm [11]. The weight of a matching is defined as the sum of all the edge weights in it. Scheduling constraints arising due to SLAs can be incorporated by removing the corresponding edges from the graph. Optimizing the sum-objective function when the number of cores per PM is greater than two is NP-hard though [21]. Optimizing minmax-objective function is equivalent to finding a minimal weight complete matching in an undirected graph where the cost of a matching is defined as the maximum of all the edge weights in it. Given an \( n \) vertex graph with each edge \((i,j)\) assigned a weight \( \max(d_{ij}, d_{ji}) \), optimizing the minmax-objective function is equivalent to finding a minimal weight complete matching in this graph. We are not sure if this graph problem has a polynomial time algorithm. It can be formulated as a 0-1 integer linear programming problem, though it does not make it necessarily NP-hard.

**sum** and **minmax** are global objective functions which a central authority like a data center administrator would like to optimize. Fairness to all the VMs is one of the guiding principles in defining a global objective function. In contrast, we can envisage a setting in which each of the VMs acts as a selfish agent and attempts to find a coschedule partner maximizing its personal benefit locally. In the next section, we formulate the coscheduling problem from this perspective.

III. COSCHEDULING FROM A GAME THEORETIC APPROACH

The theory of stable matching proposed by Gale and Shapley [13] found important applications in mechanism design for two sided matching markets such as college admissions and kidney exchange programs [25]. In this section, we show that the problem of VMs selfishly choosing their coschedule partners in a distributed fashion is equivalent to the SRP, and to the SMP via an initial approximation by a centralized authority.

A. Stable Roommates Problem

The stable roommates problem (SRP) can be informally described as identifying \( n \) stable roommate pairs from \( 2n \) college students. Each student has a preference list from the rest of the \( 2n - 1 \) students. A solution to an SRP instance is said to be unstable if there exists two students who prefer each other to their current roommates. Formally, let \( S \) be a finite set of students with even cardinality. For every student \( s \in S \), let \( \succ_s \) be a strict total order relation on set \( S - \{s\} \). If \( s_1 \succ s_2 \), for \( s_1, s_2 \in S - \{s\} \), then \( s \) strictly prefers \( s_1 \) over \( s_2 \).

**Definition 1.** A bijective function \( \mu : S \rightarrow S \) is said to be a matching if \( \mu(\mu(s)) = s \), \( \forall s \in S \).

**Definition 2.** Two students \( s, s' \in S \) constitute a blocking pair \((s, s')\) with respect to a matching \( \mu \), if and only if, \( \mu(s') \succ s \mu(s) \) and \( s \succ s' \mu(s') \).

**Definition 3.** A matching \( \mu : S \rightarrow S \) is said to be stable if there exists no blocking pairs with respect to the matching \( \mu \).

**Definition 4.** Every \( s \in S \) has a cost function \( C_s : S' \rightarrow \mathbb{R} \), where \( S' = S - \{s\} \). The cost function \( C_s \) gives the cost to \( s \) when it is being matched with an \( s' \in S' \).

**Definition 5.** The cost of a matching \( \mu : S \rightarrow S \) is defined as

\[
\sum_{s \in S} C_s(\mu(s)).
\]
If we assume that each VM has a strict preference order over the rest of the VMs as coschedule partners, then any centralized or distributed algorithm for the SRP can be used to obtain a stable VM coschedule.

**Definition 6.** We call the cost function associated with a VM \( i \) as canonical if \( C_i(j) = d_{ij} \), where \( d_{ij} \) is the degradation of VM \( i \) when coscheduled with VM \( j \).

A VM can keep its cost function private and use it to construct its preference list. Each VM acts as a selfish agent trying to obtain a partner occurring early in its preference list. There exists SRP instances which does not have any stable matching. Table I depicts an SRP instance with no stable matching [13]. Irving [18] gave a \( O(n^2) \) time algorithm to construct a stable matching for an SRP instance if there exists one. Brito et al. [7] gave a distributed algorithm for computing the stable matching wherein the individual agents need not reveal their preference lists to any central authority. Whenever an SRP instance does not have a stable matching, we can opt for constructing a matching with minimal number of blocking pairs. However, this is an NP-hard problem and not even approximable within an \( \epsilon > 0 \) factor unless \( P=NP \) [6].

1) *Price of Anarchy:* In game theory, price of anarchy quantifies the social cost due to the selfish behaviour of agents. For a given performance degradation matrix \( M \), let \( M^* \) be the optimal value of the sum-objective function. Let \( M^* \) be the cost of some stable matching wherein each VM uses the canonical cost function. Then the price of anarchy (PoA) is defined as

\[
P_{\text{PoA}} = \frac{P_{M^*}}{P_M}.
\]

We show that the PoA is not bounded by any constant. Consider the following performance degradation matrix corresponding to four VMs; let \( 0 < \delta < 1 \) and \( \gamma > 1 \).

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>1</td>
<td>( \gamma )</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>b</td>
<td>1</td>
<td>0</td>
<td>( 1-\delta )</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>c</td>
<td>( \gamma )</td>
<td>( 1-\delta )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d</td>
<td>( \gamma )</td>
<td>( \gamma )</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

The diagonal entries do not have any significance as we do not schedule a VM with itself. The matching corresponding to the optimal sum-objective function value is \( \{(a,b),(c,d)\} \) and its cost is 4. And, \( \{(a,d),(b,c)\} \) is the only stable matching with an associated cost of \( 2\gamma + 2(1-\delta) \). We can see from the following limit that the PoA is not bounded by any constant.

\[
\lim_{\gamma \to \infty} P_{\text{PoA}} = \lim_{\gamma \to \infty} \frac{2\gamma + 2(1-\delta)}{4} = \infty
\]

Using the above example, we can construct an ensemble of degradation matrices such that the PoA for that ensemble is not bounded by any constant.

B. Stable Matching Problem

*Stable matching problem* (SMP) is similar to the SRP except that the set \( S \) is divided into two disjoint sets (men and women) of equal size. Each person accepts a match with only a person from the opposite sex. Gale and Shapley [13] proved that there exists at least one stable matching for every SMP instance. Formally, let \( M \) and \( W \) be the set of men and women respectively with equal cardinality. Every \( m \in M \) has a strict total ordering relation \( \succ_m \) on \( W \). If \( w_1 \succ_m w_2 \), for \( w_1, w_2 \in W \), then that means \( m \) strictly prefers \( w_1 \) over \( w_2 \). Analogously, there is a strict total order relation \( \succ_w \) on \( M \) for every \( w \in W \).

**Definition 7.** A stable matching \( \mu : M \to W \) is a bijective function such that there exists no \( m \in M, w \in W \) such that \( w \succ_m \mu(m) \) and \( m \succ_w \mu(w) \).

We cannot use the SMP directly to formulate the VM coscheduling problem, as any VM can partner with any other VM. However, we propose a heuristic function in Section V-B which partitions the set of available VMs into two sets \( M \) and \( W \) of equal size. After the initial partition we can apply any centralized or distributed algorithm [7] to solve the SMP instance. The initial step by a central authority to reduce the coscheduling problem into the SMP problem can be seen as an instance of Stackelberg games [12].

1) *Price of Anarchy:* We show that the PoA is not bounded by any constant even in the SMP formulation of the coscheduling problem. Consider the following performance degradation matrix for 4 VMs, such that \( 0 < \delta < 1 \) and \( \gamma > 1 \).

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>c</th>
<th>b</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>( \gamma )</td>
<td>1</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>c</td>
<td>( \gamma )</td>
<td>0</td>
<td>( 1-\delta )</td>
<td>1</td>
</tr>
<tr>
<td>b</td>
<td>1</td>
<td>( 1-\delta )</td>
<td>0</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>d</td>
<td>( \gamma )</td>
<td>( \gamma )</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

The above performance degradation matrix is exactly same as the one we considered for the SRM problem in the Section III-A1. So the optimal sum-objective function value is still 4. Let the VMs \( a \) and \( c \) are in the partition \( M \), and the rest of the two VMs are in the partition \( W \). Then the only existing stable matching is \( \{(a,b),(c,d)\} \) with an associated cost of \( 2\gamma + 2(1-\delta) \). Similar to the SRP example, we can see that \( \lim_{\gamma \to \infty} P_{\text{PoA}} = \infty \), proving that the PoA is not bounded by any constant. We can embed this performance...
degradation matrix as a sub-matrix of any $n \times n$ degradation matrix to show that the PoA is not bounded by any constant as the number of VMs grow asymptotically.

2) **Optimality:** It is a well-known fact that in the Gale-Shapley algorithm for the SMP problem, if men are the proposers, then each of them gets the best partner when compared to any stable matching. This version of the Gale-Shapley algorithm is called as *men-optimal*. However, each of the women gets the worst partner when compared to any stable matching. So the VMs in the men partition will be favoured in the men-optimal algorithm. The central authority could do the partition in such a way that the impact of this asymmetry in the Gale-Shapley algorithm is minimized. We can define a sex-neutral version of the SMP problem and it turns out that any reasonable notion of sex-neutrality makes the problem NP-complete.

3) **Strategy Proof:** In the game theory terminology, Gale-Shapley algorithm is an example of a *mechanism* which gives a stable matching for a given preference list. It is possible that a VM can use an alternate preference list than its true one, to manipulate the Gale-Shapley algorithm to obtain better partner. We say that a mechanism is *strategy proof* if using the actual preference list is the dominant strategy for all the participating entities. It has been proved that there exists no strategy proof *mechanism* for the SMP problem [23]. However, the men-optimal Gale-Shapley algorithm is strategy proof for men, in the sense, they are better off using their actual preference lists.

**IV. WORKLOAD CHARACTERIZATION**

Any centralized (like Blossom) or distributed placement algorithm which requires the computation of the performance degradation matrix is infeasible in practice as it requires $\Theta(n^2)$ VM coruns, where $n$ is the number of VMs. In this section, we propose a workload characterization technique which requires $\Theta(n)$ VM runs. In the next section, we discuss its application in the stable matching setting; and also develop two new centralized VM coscheduling algorithms.

Our characterization technique is specifically aimed at a combination of compute and memory intensive workloads. Other types of workloads such as I/O bound or network bound are not considered. A two level characterization approach is adopted. The first level involves a coarse grained workload classification. At the second level, we order a collection of workloads based on their LLC usage by observing the performance degradation they would induce on a coscheduled *sentinel* program.

**A. Workload Classification**

We classify a given workload into one of the following three categories.

1) **Compute Intensive (CI):** Compute intensive workloads have small working sets which completely fit into cache and hence low CPI.

2) **Memory Intensive (MI):** Memory intensive workloads have large working sets when compared to the available cache size. Due to this they have high cache misses per kilo instructions (MPKI) and thereby higher CPI.

3) **Mixed (MX):** This class consists of programs which cannot be clearly classified as either compute or memory intensive.

Algorithm 1 depicts our approach for the classification of workloads into CI, MI or MX types. The two parameters of the algorithm, $cpiUL$ and $mpkiLL$, are obtained by analyzing a diverse collection of workloads on a target architecture. This is an offline one-time process. In this paper, we used SPEC CPU2006 [16] collection of programs to determine these parameters. We first separate the SPEC CPU2006 programs with relatively high MPKI when compared with the rest and classify them as memory intensive. This can be done algorithmically by clustering programs based on the MPKI dimension alone. Among the MPKIs corresponding to the memory intensive programs, we set $mpkiLL$ to the lowest value. The rest of the programs in the SPEC CPU2006 are sorted according to their CPI. The first half of the sorted list is classified as compute intensive and the second half as mixed. The parameter $cpiUL$ is set to the CPI value of the last program in the first half. An alternate way to choose $cpiUL$ is by clustering the programs into two groups using their CIs. Table II shows the classification of some of the workloads from SPEC CPU2006 suite on an Intel i3-2120 processor with 4 GB of RAM. The CPI and MPKI for any workload can be easily measured using the hardware performance counters available in most modern processors.

**B. Workload Characterization**

**1) Partner Affinity:** For each workload type in SPEC CPU2006, we identify a cluster leader. The cluster leader for compute intensive and mixed workloads is chosen by identifying the program whose CPI is closest to the cluster mean CPI. For memory intensive programs, the cluster leader is the one whose MPKI is closest to the cluster mean MPKI. Table III shows the coschedule partner preferences for each
Algorithm 1 Workload classification algorithm. \( cpiUL \) is the CPI upper limit and \( mpkIiLL \) is the MPKI lower limit. These parameters are determined by an offline process.

1: if \( cpi \leq cpiUL \) then
2: Classify the workload as CI;
3: else if \( MPKI \geq mpkIiLL \) then
4: Classify the workload as MI;
5: else
6: Classify the workload as MX;
7: end if

<table>
<thead>
<tr>
<th>Type</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI</td>
<td>MX</td>
<td>CI</td>
<td>MI</td>
</tr>
<tr>
<td>MX</td>
<td>MX</td>
<td>CI</td>
<td>MI</td>
</tr>
<tr>
<td>MI</td>
<td>CI</td>
<td>MX</td>
<td>MI</td>
</tr>
</tbody>
</table>

workload type. This table is constructed by observing the performance degradation matrix of cluster leaders.

B. Characterization using the Sentinel Program

We define a sentinel program as one whose performance degradation is directly proportional to the LLC usage of the corunning workload. Hence, the performance degradation of the sentinel program will be small when corun with a compute intensive workload as against a memory intensive workload. The sentinel program could be either a synthetic or a natural program. We propose an algorithmic technique to choose an appropriate program as sentinel from a workload collection. This is a one-time job done offline. We use the SPEC CPU2006 workloads to identify the sentinel program.

Initially, we construct a performance degradation matrix, \( M_{n \times n} \), where \( n \) is the number of programs in the workload collection. The \( i^{th} \) row of the matrix \( M \) summarizes the performance degradation of the \( i^{th} \) program with respect to the rest of the programs. Let \( \text{avg}_{1 \times n} \) be a row vector whose \( i^{th} \) entry contains the average of the \( i^{th} \) column of \( M \). In other words, \( \text{avg}[i] \) gives the average performance degradation induced by the \( i^{th} \) program on its coschedule partners. Intuitively, we would like to obtain this information by running the \( i^{th} \) program against the sentinel. Based on this observation, we identify the row vector of the matrix \( M \) which looks very similar to the \( \text{avg} \) vector and choose the corresponding row program as the sentinel. We constructively define the similarity metric between two row vectors \( A_{1 \times n} \) and \( B_{1 \times n} \) as follows.

1) Sort the elements of the two arrays \( A \) and \( B \). Replace each element of the array with the index of its original position in the array.
2) The distance between the two vectors \( A \) and \( B \) is defined as the hamming distance between the two transformed arrays.

Given a set of workloads, we run those workloads against the sentinel program, and sort them according to the performance degradation they cause to the sentinel program. Programs occurring earlier in the list are more compute intensive and those occurring near the end are more memory intensive. In the next section, we show how we can use this sorted workload list along with their types in coscheduling algorithms.

V. APPLICATIONS OF WORKLOAD CHARACTERIZATION

Let \( W_{1 \times n} \) be the sorted list of workloads obtained using the sentinel program.

A. Preference Order Selection

In the SRP, each VM has to arrive at its preference list. A VM constructs its preference list by using the following two rules.

1) A VM whose workload type is preferred against another in accordance with the Table III occurs first in the list.
2) If two VMs have the same type, their order in the workload list \( W \) is preserved.

B. VM Partitioning in the SMP

In the SMP, a central authority partitions the VMs into two equal groups. The partitioning of the VMs is done by splitting the workload list \( W \) at the middle. Intuitively, workloads in the second half are cache-hungry and therefore it is a good idea not to schedule them together. After the initial partition, each VM finds a stable partner from the other partition. Each VM can arrive at its preference order in the same way as that of SRP except that the VMs from the same partition are eliminated from the preference list.

C. Coscheduling as Weighted Bipartite Graph Matching

We know that the coscheduling problem can be formulated as a matching problem in a complete graph. However, it requires \( n(n-1)/2 \) VM coruns to annotate the edges of the graph. We can reduce the number of VM coruns to \( 2n + n/2(n/2 - 1)/2 \) by reducing the complete graph to a bipartite graph by eliminating the edges between the VMs belonging to the same partition (computed as in the SMP).

D. Naive Matching: A New Coscheduling Algorithm

We propose a new centralized coscheduling algorithm called Naive Matching (NM) which uses the workload list \( W \) and the type of each VM workload. The basic version of the NM algorithm pairs the workloads from the opposite ends of \( W \) giving rise to the coschedule \( \{W_1,W_n\}, \{W_2,W_{n-1}\}, \cdots \}. Intuitively, the NM algorithm attempts to create a balance by pairing a compute intensive workload with a memory intensive workload. In the basic version of the NM algorithm, the workload types
and their partner affinities are not considered. The improved NM-\(k\) algorithm considers the partner affinities and attempts to find a match for a VM by considering a window of \(k\) VMs from the list \(W\). The algorithm starts with \(W_n\) and creates a preference order list among the VMs \(W_1\) to \(W_k\) as in the SRP. VM \(W_n\) is matched with the first VM in the preference order list. The two matched VMs are removed from the list \(W\) and the algorithm iterates until no more VMs are left unmatched.

VI. EXPERIMENTAL SETUP AND RESULTS

In this section, we give details of our experimental setup and compare the performance of the SRP, SMP, BGM and NM-\(k\) approaches with the Blossom algorithm. All experiments are conducted on a machine with a dual core Intel i3-2120 processor with 3MB of LLC. Each VM is allocated 2 GB of RAM and is pinned to one of the cores of the processor. The test workloads which run on these VMs consist of 20 programs from SPEC CPU2000. Table IV gives their CPI, MPKI and workload type as determined by the workload classification algorithm. In order to avoid over-fitting, the sentinel program (482.sphinx3) is extracted from the SPEC CPU2006 benchmark suite.

The following list summarizes different implementations of the coscheduling algorithms whose performance we compare in this section.

1) **Blossom**: Applies the Blossom algorithm on the actual degradation matrix. Theoretically this should give the best average VM degradation.
2) **BGM**: Implementation based on the bipartite graph matching algorithm as described in Section V-C.
3) **NM-1**: Naive matching with a window size 1.
4) **NM-2**: Naive matching with a window size 2.
5) **NM-3**: Naive matching with a window size 3.
6) **SRP-A**: SRP approach wherein each VM arrives at its preference list using the corresponding row in the performance degradation matrix.
7) **SRP-S**: SRP approach wherein each VM arrives at its preference list using the sentinel program and the workload type.
8) **SMP-Men-A**: Men optimal SMP approach wherein preference lists are computed similar to SRP-A.
9) **SMP-Men-S**: Men optimal SMP approach wherein preference lists are computed similar to SRP-S.
10) **SMP-Women-A**: Women optimal SMP approach wherein preference lists are computed similar to SRP-A.
11) **SMP-Women-S**: Women optimal SMP approach wherein preference lists are computed similar to SRP-S.

Figures 1 and 2 summarize the performance of various coscheduling algorithms with respect to the parameters average program degradation (APD) and maximum program degradation (MaxD). Table V presents the same data in a form suitable for easy comparison between APD and MaxD. The performance of the BGM, NM-1, NM-2, NM-3 approaches matches that of the Blossom’s. This indicates the effectiveness of our characterization technique using the sentinel program. SRP, SMP and their variants perform decently with respect to the parameter APD when compared to Blossom’s. However, the performance is really bad with respect to the parameter MaxD. This could be attributed to the social cost of selfish behaviour of the VMs wherein fairness to all the VMs is not at all a criteria. Also, the performance with respect to the parameter APD roughly remains the same irrespective of whether the preference lists are constructed using the actual degradation matrix or the sentinel program. However, with respect to the parameter MaxD, there is a substantial performance fluctuation. This probably indicates that the parameter MaxD is very sensitive to the changes in the preference order lists of the VMs.

We performed a statistical experiment to observe the
variations in the choice of the sentinel extraction algorithm as a function of the workload collection. Towards that, we pick a random subset of the SPEC CPU2006 suite such that it consists of at least one workload from each of the CI, MX and MI types. The sentinel extraction algorithm chooses a sentinel program from the random subset. The experiment is repeated 10000 times for three different subset sizes. The fractional size of the subset in the three cases are 0.5, 0.66 and 0.72. Table VI shows the top five workloads frequently chosen as the sentinel. We can see that 482.sphinx3 is consistently being selected as the sentinel program for the majority of runs for the different ratios.

VII. RELATED WORK

Jiang et al. [20] showed that finding an optimal coschedule on a set of dual core machines is equivalent to finding a minimum weight perfect matching in a graph. They also proved that the problem becomes NP-complete if the underlying processors have more than 2 cores and proposed a set of heuristic algorithms for the same. Tian et al. [2] investigated the complexity of finding VM coschedules while minimizing the makespan of the schedule. The makespan of a schedule is the time taken by all the jobs to finish. To the best of our knowledge coscheduling problem has not been studied from a game theoretic perspective so far in the research literature. The closest resembling work is due to Suri et al. [26] who formulated the selfish load balancing problem as an atomic congestion game. Interestingly, they show that under certain assumptions the Nash assignment approaches the social optimum and the price of anarchy is bounded by a constant. Berenbrink et al. [5] and Adolphs et al. [3] studied the distributed version of the selfish load balancing problem.

There has been considerable amount of research on the workload classification and characterization problem. Zhang et al. [29] showed how to use hardware performance counters for workload modeling; and CPU scheduling to improve performance and fairness. Chang et al. [9] proposed a cooperative cache partitioning technique for multiplexing the cache resources to the threads running concurrently on a multi-core machine. The application of this technique in the context of multiple VMs running on a single machine is yet to be investigated. Huang et al. [17] proposed a software controlled mechanism for last level cache partitioning to reduce cache pollution. Dwyer et al. [10] proposed a machine learning based technique with a selection of hardware performance counters as features to estimate the performance degradation of a workload online. Tam et al. [27] proposed a thread clustering technique which uses performance counters to reduce cross-chip cache accesses. Snavely et al. [24] proposed a coscheduling strategy which involves an overhead-free sample phase and a symbiosis phase to determine an effective schedule on a simultaneous multithreaded (SMT) processor. Govindan et al. [14] proposed an elegant system called Cuanta in which a synthetic cache loader program is used to profile the cache usage behaviour of an application. Mars et al. [22] proposed a performance degradation prediction technique by computing a sensitivity curve for each workload by running them against a bubble program. The bubble program can be tuned to put varying levels of pressure on the cache.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we provide a new game theoretic perspective to the VM coscheduling problem using the theory of stable matchings. This alternate perspective opens up the possibil-
ity of using the tools and techniques from the rich theory of matching markets to address problems such as auction strategies for resources; coalitions and privacy preserving algorithms. We also proposed a new workload characterization technique using a sentinel program. The characterization technique requires only two runs of a workload, the first run by itself and the second run coscheduled with the sentinel program. The workload characterization technique helps the VMs to construct their preference lists in the stable matching setting. Using the same characterization technique we propose two new centralized coscheduling algorithms whose performance is very close to the optimal Blossom algorithm. The optimal algorithm requires the construction of a performance degradation matrix using a quadratic number of VM coruns.
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