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Abstract

Hawkes processes are powerful tools for modeling the mutual-excitation phenomena commonly observed in event data from a variety of domains, such as social networks, quantitative finance and healthcare records. The intensity function of a Hawkes process is typically assumed to be linear in the sum of triggering kernels, rendering it inadequate to capture nonlinear effects present in real-world data. To address this shortcoming, we propose an Isotonic-Hawkes process whose intensity function is modulated by an additional nonlinear link function. We also developed a novel iterative algorithm which learns both the nonlinear link function and other parameters provably. We showed that Isotonic-Hawkes processes can fit a variety of nonlinear patterns which cannot be captured by conventional Hawkes processes, and achieve superior empirical performance in real world applications.

1. Introduction

Temporal point processes are powerful tools for modeling the complex dynamics of events occurrences. In particular, Hawkes processes (Hawkes, 1971) are well-suited to capture the phenomenon of mutual excitation between the occurrence of events, and have been applied successfully in modeling criminal retaliations (Mohler et al., 2011), online users behaviors (Farajtabar et al., 2014; 2015; Du et al., 2015), and opinion dynamics (Wang et al., 2016).

A Hawkes process is characterized by a linear intensity function, i.e., $\lambda(t) = w \cdot x_t$ where $x_t$ denotes time-dependent features and $w$ is the weight. The intensity function parametrizes the likelihood of observing an event in the time window $[t, t + dt]$ given that it has not occurred before $t$. Such linearity may be insufficient to model many real world scenarios. For example, after purchasing a new album, users may be initially highly engaged, and play the album over and over again. However, the engagement will saturate at some point as they become bored of the same album. Such plateau pattern may not be captured by a simple linear relation. In another scenario, a recent hospital visit may trigger more future visits due to the progression of a disease into a more severe stage. Such cumulative influence from recent events may grow faster than a linear model can explain.

Nonlinear Hawkes process (Brémaud & Massoulié, 1996) has been introduced to provide more flexibility in explaining the real-world phenomena. It applies a fixed nonlinear link function $g$ to the linear combination, i.e., $\lambda(t) = g(w \cdot x_t)$. For computational considerations, $g(\cdot)$ is often assumed to be in some simple parametric forms, such as $\exp(u)$ and $\max\{0,u\}$ (Carstensen et al., 2010; Hansen et al., 2015). Although these models are more flexible, they are still restricted to a few nonlinear patterns with a fixed parametrization, which may not be correct for real world data. Ideally, both $g(\cdot)$ and $w$ should be learned from data. Unfortunately, such desideratum leads to a non-convex optimization problem, where efficient algorithms with provable guarantees do not exist.

To address these challenges, we propose a novel model, referred to as the Isotonic-Hawkes process, where both $g(\cdot)$ and $w$ can be directly learned from data. Rather than committing to a fixed parametric form, we instead use a non-parametric, monotonic nonlinear link function. Therefore, it is extremely flexible to capture different temporal dynamics without the need to select a fixed form in advance.

To solve the non-convex learning problem with guarantees, we propose a different loss function than the typical log-likelihood for point processes. Moreover, by exploiting the problem structure, we are still able to provide theoretical guarantees on the computational and statistical performance. Our work makes the following contributions:

- We propose a novel method for nonlinear Hawkes process that can learn both the link function and other...
parameters directly from data.

- Although the learning involves a non-convex problem, our algorithm can provably recover the true link function and the model parameters. This also requires a novel analysis for non i.i.d. observations.

- Our method achieves superior empirical performance, significantly outperforming alternatives on both synthetic and real-world datasets.

Related work. Prior work on nonlinear Hawkes process focuses on theoretical properties (Brémaud & Massoulié, 1996; Zhu, 2015; Hansen et al., 2015). The link function is usually given, and the discretization of time is needed in order to evaluate the integral of the intensity function. Hence, efficient algorithms are available only for specific link functions (Paninski, 2004; Truccolo et al., 2005; Carstensen et al., 2010). In contrast, our method is the first algorithm that can learn both the link function and the model parameters non-parametrically.

Our work is also closely related to Isotonic regression and Single Index Model (SIM). The Isotonic regression (Barlow et al., 1972; Robertson et al., 1988; Mair et al., 2009) is a well studied technique to fit an arbitrary monotonic 1-D function. SIM generalizes the linear regression and estimates both the nonlinear link function and the feature weights. However, earlier work are usually heuristics, which are not guaranteed to converge to a global optimum (Horowitz & Härdle, 1996; Hristache et al., 2001; Naik & Tsai, 2004; Delecroix et al., 2006). Only recently algorithms have been proposed with global convergence guarantees (Kalai & Sastry, 2009; Kakade et al., 2011; Acharyya & Ghosh, 2015).

Unlike SIM, which only focuses on regression, our work is concerned with learning a temporal point process where the response variable is not directly observed. At the same time, the observations are non i.i.d., a setting significantly different from previous works. The added complexity of temporal point processes requires us to develop a new efficient algorithm and its analysis.

2. Preliminaries

In this section, we will first provide some back ground on isotonic regression and point processes.

Isotonic Regression and Single Index Model. Given 1-D data points \( \{(z_i, y_i)\}_{i=1}^n \), Isotonic regression solves a least-square problem with monotonicity constraints:

\[
\min_{g \in \mathbb{R}^n} \sum_{i=1}^n (y_i - \hat{y}_i)^2, \quad \text{s.t. } \hat{y}_i \leq \hat{y}_j \text{ if } z_i \leq z_j.
\]

The problem can be solved efficiently by a Pool Adjacent Violators (PAV) algorithm (Mair et al., 2009) in \( O(n \log n) \), and the input and the solution \( \{(z_i, \hat{y}_i)\}_{i=1}^n \) implicitly define a monotonic function with \( g(z_i) = \hat{y}_i \).

The Single Index Model is a generalized linear model with the following assumption \( \mathbb{E}[g(x) = g(w \cdot x)] \), where \( g \) is the link function. The Isotron algorithm can provably recover \( w \) and \( g \) (Kalai & Sastry, 2009; Kakade et al., 2011) under the mild assumption that \( g \) is monotonic and Lipschitz continuous.

Temporal Point Processes A temporal point process is a random process of which the realization consists of a list of discrete temporal events \( \{t_i\}_{i=1}^n \). It is equivalent to a counting process, \( \{N(t), t \geq 0\} \), which records the cumulative number of events happening right before time \( t \), and satisfies \( N(t') \leq N(t) \) for \( t' \leq t \) and \( N(0) = 0 \). A counting process is also a submartingale, i.e., \( \mathbb{E}[N(t) | \mathcal{F}_t] \geq N(t') \) for all \( t > t' \), where \( \mathcal{F}_t = \{t_i | t_i < t'\} \) denotes the history up to but not including time \( t' \).

A useful characterization of temporal point processes is the intensity function. Specifically, according to Doob-Meyer theorem (Aalen et al., 2008), \( N(t) \) has the unique decomposition: \( N(t) = \Lambda(t) + M(t) \), where \( \Lambda(t) \) is an increasing predictable process called the compensator (or cumulative intensity) and \( M(t) \) is a zero-mean martingale. Alternatively, we have \( \mathbb{E}[dM(t) | \mathcal{F}_t] = 0 \), and

\[
\mathbb{E}[dN(t) | \mathcal{F}_t] = d\Lambda(t) := \lambda(t) dt
\]

where \( \lambda(t) \) is the intensity function. Intuitively, the larger \( \lambda(t) \), the greater the chance an event happens in time interval \([t, t + dt]\).

The functional form of the intensity function characterizes the temporal point process. A particular useful form is the intensity of a Hawkes process, which captures the mutual excitation phenomena between events:

\[
\lambda(t) = \lambda_0 + \alpha \sum_{t_i \in \mathcal{H}_t} \kappa(t - t_i)
\]

where \( \lambda_0 \) captures the long-term incentive to generate events. \( \kappa(t) \geq 0 \) models temporal dependencies, and \( \alpha \geq 0 \) quantifies how the influence from each past event evolves over time, making the intensity function depend on the history \( \mathcal{H}_t \).

In the Hawkes process, past events affect the occurrence of future events, which makes it particularly useful for modeling clustered event patterns. However, the linear link function of the intensity function may be insufficient to model many real world scenarios. In the next section, we propose Isotonic-Hawkes processes with a flexible link function and a provable learning algorithm.

3. Isotonic Hawkes Processes

We propose a new family of nonlinear Hawkes processes: Isotonic-Hawkes processes. We present the moment matching learning framework for the non-convex problem. To facilitate learning, we optimize the representation of the objective function by showing that the intensity integral in the objective function can be exactly computed. Then we present the overall algorithm, which applies an alternating
minimization scheme to update the link function \( g \) and weights parameters \( w \).

### 3.1. Model Formulation

In Isotonic-Hawkes processes, we model its intensity as the composition of a monotonic, non-parametric link function and a linear Hawkes intensity.

**Definition 1.** A **Isotonic-Hawkes process** is a counting process \( N(t) \), with associated history \( H_t = \{ t_i | t_i < t \} \), such that the intensity function \( \lambda(t) \) can be written as:

\[
\lambda(t) = g \left( \lambda_0 + \alpha \sum_{t_i \in H_t} \kappa(t - t_i) \right) = g(w \cdot x_t) \tag{4}
\]

where \( \kappa(t) : \mathbb{R}^+ \to \mathbb{R}^+ \) is a continuous monotonic decreasing triggering kernel capturing the influence of the history \( H_t \), \( \lambda_0 \geq 0 \) is a baseline intensity independent of the history, and \( g \in \mathcal{G} : \mathbb{R} \to \mathbb{R}^+ \), is a monotonic increasing and \( G \)-Lipschitz link function, i.e.,

\[
0 \leq g(b) - g(a) \leq G(b - a) \quad \text{for all} \quad 0 \leq a \leq b \tag{5}
\]

We set \( w = (\lambda_0, \alpha) \), and \( x_t = (1, \sum_{t_i \in H_t} \kappa(t - t_i)) \top \).

We require \( \kappa(t) \) to be monotonically decreasing, such as the exponential kernel \( \exp(-t) \mathbb{I}[t > 0] \), Gaussian kernel and heavy tailed log-logistic kernel. This property is useful for computing the integral of the intensity discussed later.

The linear term in Hawkes process alone is not sufficient to capture the general trend in real-world applications. For instance, linearity leads to unbounded intensity, which is at odds with the saturation phenomenon. The nonlinear link function \( g \) enables the model to adapt to such nonlinearities in the data, hence achieving better performance. We assume \( g \) is nonparametric and monotonic increasing, which covers a wide range of functions, and also maintains the properties of the composed intensity function.

### 3.2. Moment Matching Objective

Maximum Likelihood Estimation (MLE) is often used to learn Hawkes processes, yielding a convex problem w.r.t. \( w \). The estimator has good statistical rates and is consistent and asymptotically efficient (Ozaki, 1979). However, if we want to learn \( g(\cdot) \) and \( w \) jointly, MLE becomes non-convex, and we no longer have statistical guarantees.

To solve this problem, we use a different learning criteria based on the moment matching idea (Aalen et al., 2008). We can establish global convergence guarantees despite the non-convexity by establishing the connections to Isotonic regression and SIM.

Let \( N_i = N(t_i) \). Since \( N(t) \) is a counting process, the count increases by one at each time \( t_i \). Hence for a list of events \( \{t_i\}_{i=1}^n \), we have \( N_i = i \) for \( i \in [n] \). We have

\[
\mathbb{E}[N_i | H_{t_i}] = \int_0^{t_i} \lambda(t) dt = \int_0^{t_i} g(w \cdot x_t) dt. \tag{6}
\]

Therefore, we can estimate the parameters \( g \) and \( w \) by matching the integral \( \int_0^{t_i} \lambda(t) dt \) with observations \( N_i \),

**Theorem 2.** Assume \( g \) is piecewise constant, then the integral on \([0, t_i]\) is a weighted sum of \( y_j = g(w \cdot x_t) \) with weights \( a_{ij} \). That is, \( \int_0^{t_i} g(w \cdot x_t) dt = \sum_{j \in S} a_{ij} y_j \).

To efficiently compute the \( a_{ij} \)'s, we can first compute the integral on intervals \([t_{i-1}, t_i]\), then use cumulative sum to arrive at the final results.

Set \( z(t) = w \cdot x_t \), since \( g(\cdot) \) is a piecewise constant function, we have:

\[
g(z(t)) = \sum_{j=1}^n y_j \mathbb{I}[z(t) \in I_j]
\]

where \( \mathbb{I}[\cdot] \) is the indicator function, and \( I_j \) denotes the \( j \)-th interval where \( g(\cdot) \) is a constant. Therefore, we can write the integral on \([t_{i-1}, t_i]\) as:

\[
\int_{t_{i-1}}^{t_i} g(z(t)) dt = \sum_{j=1}^n y_j \int_{t_{i-1}}^{t_i} \mathbb{I}[t \in z^{-1}(I_j)] dt
\]

where \( z^{-1}(I_j) \) denotes the pre-image of the interval \( I_j \). Next, we need to compute \( b_{ij} := \int_{t_{i-1}}^{t_i} \mathbb{I}[t \in z^{-1}(I_j)] dt \). Since it is the length of the intersection of two intervals,

![Figure 1. Illustration of integral computation. (A) the function \( g \) has 3 pieces and is constant on intervals \( I_1, I_2 \) and \( I_3 \). (B) The function \( z(t) = w \cdot x_t \) is restricted on the interval \([t_1, t_2]\). It is continuous and monotonic decreasing due to the property of triggering kernel \( \kappa \). The pre-image of \( I_2 \) is shown as the light yellow area on the \( t \) axis, and \( b_{22} \) is the intersection of \([t_1, t_2]\) and \( z^{-1}(I_2) \). It is found by locating the pre-image of the endpoints, \( t' \) and another point outside the interval \([t_1, t_2]\) (not shown here).](image-url)
Algorithm 1: Compute-Coefficient

1: Input: t_i, for i = 1,⋯, n
2: Output: a_{ij}
3: for j = 1,⋯, n do
4: Compute t_j′ that satisfies x_{t_j′} = x_{t_j}.
5: end for
6: for j = 1,⋯, n do
7: Set a_{0,j} = 0
8: for i = 1,⋯, n do
9: Compute b_{ij} = \min(t_{j′-1}, t_i) - \max(t_{j′}, t_{i-1})
10: Compute a_{ij} = a_{(i-1),j} + b_{ij}
11: end for
12: end for

we can compute b_{ij} by finding all the endpoints of the pre-images z^{-1}(I_j).

To do this, we first state a property of z^{-1}(I_j). Restricted on [t_{j-1}, t_j], \( z(t) \) is a continuous and monotonic decreasing function due to the monotonic decreasing triggering kernel \( \kappa \) (Figure 1(B)). Combined with the fact that \( I_j \) are disjoint and share endpoints (Figure 1(A)), the pre-images \( z^{-1}(I_j) \) are also disjoint and share endpoints.

With this property, we can compute b_{ij} easily. According to the definition of I_j, one endpoint of \( z^{-1}(I_j) \) is \( w \cdot x_{t_j} \), so we just need to find another endpoint as \( t_j′ = z^{-1}(w \cdot x_{t_j}) \), which is equivalent to solving the equation \( w \cdot x_{t_j′} = w \cdot x_{t_j} \).

Note \( x_t \) only has two dimensions, and the first dimension is a constant. Hence, the above equation does not depend on \( w \), and it suffices to solve \( x_{t_j′} = x_{t_j} \), where the left-hand side is a function of the unknown \( t_j′ \), and the right-hand side is a function of the observed data. It can be easily solved by root finding algorithms. We can then compute b_{ij} as:

\[
\text{b}_{ij} = \min(t_{j′-1}, t_i) - \max(t_{j′}, t_{i-1})
\]

The min and max operator implement the interval intersection. Since \( z(t) \) is monotonic decreasing, we have \( t_{j-1} ≥ t_{j′} \), Figure 1 illustrates the algorithm.

After we have computed b_{ij}, a_{ij} is readily available by \( a_{ij} = \sum_{t_{j′}=b_{ij}}^{t_{i-1}} b_{t_{j′}} \). The corresponding index sets \( S_i \) contain nonzero \( a_{ij} \)'s. The detailed procedures are presented in Algorithm 1.

3.4. Overall Algorithm

With Theorem 2, we can replace the integral of an unknown function by the weighted summation of its values defined at the intensity of each observed event. Hence we can represent the \( g ∈ F \) non-parametrically, and reformulate the objective function as:

\[
\min_{g \in F, w} \frac{1}{n} \sum_{i=1}^{n} \left( N_i - \sum_{j \in S_i} a_{ij} g(w \cdot x_j) \right)^2.
\]

We optimize \( g \) and \( w \) alternately until convergence. The update rules for \( w \) and \( g \) are presented as follows.

Update \( \hat{w} \). Given \( \hat{g}^k \), the update rule for \( \hat{w}^{k+1} \) is:

\[
\hat{w}^{k+1} = \hat{w}^k + \frac{1}{n} \sum_{i=1}^{n} \left( N_i - \sum_{j \in S_i} a_{ij} \hat{g}^k(w \cdot x_j) \right) \sum_{j \in S_i} a_{ij} x_j
\]

Similar to the Isotron algorithm (Kalai & Sastry, 2009), this update rule is parameter free and Perceptron-like.

Update \( \hat{g} \). Note that \( \hat{g} \) is a non-parametric function which is represented by its values \( \hat{y}^k \) at \( w^k \cdot x_i \). Therefore, we only need to determine its values on existing data points.

Given \( \hat{w}^k \), we first sort \( \{\hat{w}^k \cdot x_i\}_{i=1}^{n} \) such that it is an increasing sequence. That is, we re-label the data points according to the sorted order. Then we solve the following Quadratic Programming problem for \( \{\hat{y}^k_{i+1}\}_{i=1}^{n} \):

\[
\min_{i=1}^{n} \sum_{j \in S_i} a_{ij} \hat{y}^{k+1}_{ij}^2
\]

s.t. \( \hat{y}_{i+1}^k ≤ \hat{y}_{i}^k + 1, 1 ≤ i ≤ n - 1 \)

For simplicity we re-write the problem in matrix notations. Denote \( N = (N_1,\cdots,N_n)^\top, \hat{y} = (\hat{y}_1,\cdots,\hat{y}_n)^\top, A_{i,j} = a_{ij} \) if \( j \in S_i \) and \( A_{i,j} = 0 \) otherwise. The monotonic constraint in (11) can be written as \( B \hat{y} ≤ 0 \) where \( B \) is the adjacent difference operator: \( B_{i+1, i} = 1, B_{i, i+1} = -1 \) and other entries are zero. Then we arrive at the following formulation:

\[
\min_{\hat{y}} \| N - A \hat{y} \|^2, \text{ s.t. } B \hat{y} ≤ 0
\]

This is a convex problem and can be computed efficiently using projected gradient descent:

\[
\hat{y}^{k+1} = \Pi \left[ \hat{y}^k + \eta A^\top \left( N - A \hat{y}^k \right) \right]
\]

where \( \Pi[\cdot] \) is an operator that projects \( \hat{y}^k \) into the feasible set:

\[
\Pi[\cdot] = \text{argmin} \| x - u \|^2, \text{ s.t. } B x ≤ 0
\]

The projection is exactly the Isotonic regression problem and can be solved by PAV (Mair et al., 2009) in \( O(n \log n) \).

In addition, the computation of the gradient is also efficient since \( A \) is a sparse matrix and it takes time \( O(n + \text{nnz}(A)) \), where \( \text{nnz}(A) \) is the number of nonzero elements. The number of iterations required to reach \( \epsilon \) accuracy is \( O(1/\epsilon) \), hence the overall complexity is \( O(n \log n + \text{nnz}(A)) / \epsilon \). This can also be accelerated to \( O(n \log n + \text{nnz}(A)) / \sqrt{\epsilon} \) using Nesterov’s acceleration scheme (Nesterov, 1983). The algorithm is illustrated in Algorithm 2 and the whole alternating minimization procedure is summarized in Algorithm 3. Such procedure will efficiently find the near-optimal \( \hat{g} \) and \( \hat{w} \).

4. Theoretical Guarantees

We now provide the theoretical analysis of convergence property. First we define the error as:

\[
\varepsilon(\hat{g}^k, \hat{w}^k) = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{g}^k(\hat{w}^k \cdot x_i) - g^*(w^* \cdot x_i) \right)^2
\]
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Algorithm 2 LEARN-ISOTONIC-FUNC
1: Input: \{Ni\}, \{aij\}, \eta
2: Output: \hat{g}, \hat{w}
3: Initialize \hat{g}^0 randomly
4: Construct matrices \(N\), \(A\) from input
5: \(t = 0\)
6: repeat
7: \(t = t + 1\)
8: \(\hat{y}^{t+1} = \Pi \left[ \hat{y}^t + \eta \lambda^\top (N - Aw) \right] \)
9: until convergence

Algorithm 3 ISOTONIC-HAWKES
1: Input: Sequences of events \{ti\}_{i=1}^n
2: Output: \hat{g}, \hat{w}
3: Compute \(x_i = (1, \sum_{n \in S_i} n(t_i - t_i)^\top\) for \(i \in [n]\)
4: \{aij\} = \text{COMPUTE-COEFFICIENT}(\{ti\})
5: Compute \(N_i = i\) for \(i \in [n]\)
6: Initialize \(w^0, g^0\) randomly
7: \(k = 0\)
8: repeat
9: \(k = k + 1\)
10: Sort the data according to \(\hat{a}^k \cdot x_i\)
11: Update \(g^k = \text{LEARN-ISOTONIC-FUNC}(\{Ni\}, \{aij\})\)
12: Update \(\hat{a}^{k+1}\) using (9)
13: until loss(\(\hat{g}, \hat{w}\)) \leq \epsilon

where \(g^*(\cdot)\) and \(w^*\) are the unknown true link function and model parameters, respectively. The goal is to analyze how quickly \(\varepsilon(\hat{g}^k, \hat{w}^k)\) decreases with \(k\).

Notations. Set \(y_i^* = g^*(w^* \cdot x_i)\) to be the expected value of each \(y_i\). Let \(\bar{N}_i\) be the expected value of \(N_i\). Then we have \(\bar{N}_i = \sum_{j \in S_i} a_{ij} y_j^*\). Clearly we do not have access to \(\bar{N}_i\). However, consider a hypothetical call to the algorithm with input \(\{(x_i, \bar{N}_i)\}_{i=1}^n\) and suppose it returns \(\hat{g}^k\). In this case, we define \(\hat{y}^k_i = \hat{g}^k(\hat{w}^k \cdot x_i)\).

We first bound the error using the squared distance \(||\hat{w}^k - w^*||^2\) between two consecutive iterations:

**Lemma 3.** Suppose that \(||\hat{w}^k - w^*|| \leq W\), \(||x_i|| \leq 1\), \(\sqrt{C} \leq \sum_{j \in S_i} a_{ij} \leq \sqrt{C}\), \(y_j^* \leq M\), and
\[
\frac{1}{n} \sum_{i=1}^n (N_i - \bar{N}_i) \leq \eta_1, \quad \frac{1}{n} \sum_{i=1}^n \sum_{j \in S_i} a_{ij} |\hat{y}^k_j - \hat{y}_j^*| \leq \eta_2
\]then we have:
\[
||\hat{w}^k - w^*||^2 - ||\hat{w}^{k+1} - w^*||^2 \geq C_2 \varepsilon(\hat{g}^k, \hat{w}^k) - C_1 (\eta_1 + \eta_2),
\]where \(C_1 = \max\{5CW, 4M \sqrt{C} + 2CW\}\), \(C_2 = 2c - C\).

The squared distance decreases at a rate depending on \(\varepsilon(\hat{g}^k, \hat{w}^k)\) and the upper bounds \(\eta_1\) and \(\eta_2\). The following two lemmas provide the concrete upper bounds.

**Lemma 4** (Martingale Concentration Inequality). Suppose \(dM(\tau) \leq K\), \(V(\tau) \leq K\) for all \(t > 0\) and some \(K, k \geq 0\). With probability at least \(1 - \delta\), it holds that
\[
\frac{1}{n} \sum_{i=1}^n |N_i - \bar{N}_i| \leq O \left( (K + \sqrt{4K^2 + 8k^2}) (\log(1/\delta)^{1/2}) \right).
\]Note \(N_i - \bar{N}_i = M_i\), which is the martingale at time \(t\).

A continuous martingale is a stochastic process such that \(E[M_t | \{M_s, \tau \leq s\}] = M_s\). It means the conditional expectation of an observation at time \(t\) is equal to the observation at time \(s\), given all the observations up to time \(s \leq t\). \(V(t)\) is the variation process. The martingale serves as the noise term in point processes (similar to Gaussian noise in regression) and can be bounded using the Bernstein-type concentration inequality.

**Lemma 5.** (Kakade et al., 2011) With probability at least \(1 - \delta\), it holds for any \(k\) that
\[
\frac{1}{n} \sum_{j=1}^n |\hat{y}_j^k - \bar{y}_j^k| \leq O \left( \left( \frac{W^2 \log(Wn/\delta)}{n} \right)^{1/3} \right).
\]Lemma 5 relates \(\hat{y}^k_j\) (the value we can actually compute) to \(\bar{y}^k_j\) (the value we could compute if we had the conditional means of \(N_j\)). The proof of this lemma uses the covering number technique in (Kakade et al., 2011).

We now state the main theorem:

**Theorem 6.** Suppose \(E[N_i | \mathcal{H}_i] = \int_{t_0}^{t_i} g^*(w^* \cdot x_t) dt\), where \(g^*\) is monotonic increasing, 1-Lipschitz and ||\(w^*|| \leq W\). Then with probability at least \(1 - \delta\), there exist some iteration \(k < O \left( \left( \frac{W \log(Wn/\delta)}{n} \right)^{1/3} \right)\) such that
\[
\varepsilon(\hat{g}^k, \hat{w}^k) \leq O \left( \left( \frac{W^2 \log(Wn/\delta)}{n} \right)^{1/3} \right).
\]Theorem 6 implies that some iteration has \(\varepsilon(\hat{g}^k, \hat{w}^k) = O(1/\sqrt{n})\). It is plausible the rate is sharp based on the information-theoretic lower bounds in (Zhang, 2002).

**Proof sketch.** We conduct a telescoping sum of Lemma 3 and show that there are at most \(O(W/(\eta_1 + \eta_2))\) iterations before the error \(\varepsilon(\hat{g}^k, \hat{w}^k)\) is less than \(O(\eta_1 + \eta_2)\). Set \(\eta_1, \eta_2\) to be the right-hand sides in Lemma 4 and 5. Since \(\eta_2\) is the dominant term compared with \(\eta_1\), we replace \(\eta_1\) by \(\eta_2\) in the final results. This completes the proof.

5. Extensions

We provide several extensions of the Isotonic-Hawkes processes to more general cases.

**General point processes.** The idea and algorithm of Isotonic-Hawkes can be easily extended to other point processes. The time-dependent feature \(x_t\) in Isotonic-Hawkes is designed to capture the influence of history. However, one can also incorporate and extend other features in prior work (Perry & Wolfe, 2013; Li & Zha, 2014) or design it from users’ experiences and the application domain.

**Learning monotonic decreasing functions.** Our model can be easily extended to learn a monotonically decreasing function. We just need to change the sign of the inequality in (11). Note that Theorem 6 still holds in this case.
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Figure 2. The sequence of events for each pair is modeled as an Isotonic-Hawkes process.

Low-rank Isotonic-Hawkes processes. We can also use our model to learn low rank parameters. For example, in the time-sensitive recommendations for online services (Du et al., 2015), we model user $u$’s past consumption events on item $i$ as an Isotonic-Hawkes process (Figure 2) and need to learn the parameters $\{\lambda_{0}^{ui}, \alpha^{ui}, g^{ui}\}$ for each user-item pair $(u, i)$. That is, we Since group structure often exists within users’ preferences and items’ attributes, we assume that both matrices $\lambda_{0} = (\lambda_{0}^{ui})$ and $\alpha = (\alpha^{ui})$ have low-rank structures. We can then factorize them as product of two rank $r$ matrices: $\lambda_{0} = X_{0}Y_{0}$ and $\alpha_{0} = XY$. Then we formulate the learning problem by applying our objective function in (7) for each observed pair $(u, i)$:

$$
\min_{X_{0}, Y_{0}, X, Y, g} \sum_{(H^{ui}) \in \mathcal{O}} \ell (H^{ui})
$$

$$
\ell (H^{ui}) = \frac{1}{n^{ui}} \left( N^{ui} - \int_{0}^{t_{i}} g^{ui}(u^{ui}, x^{ui}) dt \right)^{2}
$$

where $u^{ui} = (\lambda^{ui}, \alpha^{ui})$, $n^{ui}$ is total number of events and $H^{ui}$ is the set of history events for user-item pair $(u, i)$, $\mathcal{O} = \{H^{ui}\}$ is the collection of all observed sequences.

We use the alternating minimization technique to update $X_{0}, Y_{0}, X, Y$ and $g$. First keep $g^{k}$ fixed and update the parameters to $X_{0}^{k+1}, Y_{0}^{k+1}, X^{k+1}, Y^{k+1}$, then keep them fixed and update $g^{k+1}$. For the unobserved user-item pairs, after the algorithm stops, we obtain $g^{ui}$ by taking average of the user’s link functions learned from data.

Multi-dimensional Isotonic-Hawkes processes. We extend the Isotonic-Hawkes process to multi-dimension, which is particular useful to model information diffusion in social networks. It is defined by a $U$-dimensional point process $N(t)$, with intensity for the $u$-th dimension as:

$$
\lambda^{u}(t) = g^{u}(\lambda_{0}^{u} + \alpha^{u}x^{u}) \sum_{i:t_{i} \in H_{i}} \kappa(t - t_{i}) = g^{u}(w^{u}, x^{u})
$$

where $\alpha^{uu'}$ captures the degree of influence in the $u'$-th dimension to the $u$-th dimension. As for learning, the input data is a sequence of events observed in the form of $\{(t_{i}, u^{i})\}$ and each pair represents an event occurring at the $u_{i}$-th dimension at time $t_{i}$. Hence, for each dimension $u$, set $N_{u} = N^{u}(t_{i})$, and we solve the problem:

$$
\min_{g^{u}, w^{u}} \frac{1}{n^{u}} \sum_{i=1}^{n^{u}} \left( N_{u}^{u} - \int_{0}^{t_{i}} g^{u}(w^{u}, x^{u}) dt \right)^{2}
$$

Fitting capability: study how well Isotonic-Hawkes can explain real-world data by comparing it with the classic Hawkes process.

Time-sensitive recommendation: demonstrate that Isotonic Hawkes can improve the predictive performance in item recommendation and time prediction.

Diffusion network modeling: evaluate how well Isotonic-Hawkes can model the information diffusion from cascades of temporal events.

6. Experiments

We evaluate the performance of Isotonic-Hawkes on both synthetic and real-world datasets with respect to the following tasks:

- Convergence: investigate how well Isotonic-Hawkes can learn the true parameters as the number of training samples increases.
- Fitting capability: study how well Isotonic-Hawkes can explain real-world data by comparing it with the classic Hawkes process.
- Time-sensitive recommendation: demonstrate that Isotonic Hawkes can improve the predictive performance in item recommendation and time prediction.
- Diffusion network modeling: evaluate how well Isotonic-Hawkes can model the information diffusion from cascades of temporal events.

6.1. Experiments on Synthetic Data

Experimental setup. Table 1 lists the ground-truth setting with four typical link functions $g(\cdot)$ and the respective model parameters $w$. The first three link functions (Linear, Exp, Sigmoid) are monotonically increasing, while the last one is strictly decreasing. For the Exp link function, we explore the performance of learning self-inhibition by setting $\alpha$ to be negative. Without loss of generality, we use the unit-rate exponential decaying function as the triggering kernel. Then, based on the configuration of each row in Table 1, we simulate one million events using Ogata’s Thinning algorithm (Ogata, 1981).

<table>
<thead>
<tr>
<th>Name</th>
<th>Link function $g$</th>
<th>Weights $w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$g(x) = x$</td>
<td>$w = (1.2, 0.6)$</td>
</tr>
<tr>
<td>Exp</td>
<td>$g(x) = e^x$</td>
<td>$w = (0.5, -0.1)$</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>$g(x) = 1/(1 + e^{-4(x-2)})$</td>
<td>$w = (0.5, 1.2)$</td>
</tr>
<tr>
<td>Decrease</td>
<td>$g(x) = 1 - 1/(1 + e^{-4(x-3)})$</td>
<td>$w = (0.5, 1.2)$</td>
</tr>
</tbody>
</table>

Convergence analysis. We first evaluate the convergence property of our learning algorithm by increasing the number of samples from 1,000 to 1,000,000. For each
dataset, we repeat the simulations ten times and report the averaged results. Figure 3 (a) shows the Root Mean Squared Error (RMSE) between the values of the learned function and those given by the ground-truth link function as a function of training data size. Figure 3 (b) shows the RMSE of learning the model parameters. The x-axis is in log scale. Since in all cases, the RMSE decreases in a consistent way, it demonstrates that Isotonic-Hawkes is very robust regardless of the latent ground-truth link functions. Furthermore, for the Exp link function, we compare the RMSE between our method and the likelihood based approach, Exp-likelihood (Truccolo et al., 2005), which has access to the link function and discretizes the time interval to compute the integral in the likelihood. Our method works better at estimating \( \lambda \). Finally, the ability to recover the linear link function verifies that Isotonic-Hawkes naturally includes the classic Hawkes process as a special case and is much more expressive to explain the data.

Visualization of recovered link functions. We also plot each learned link function against the respective ground-truth in Figure 4 trained with 1,000,000 events. In all the cases, the algorithm can achieve the global optimal to precisely recover the true functions.

6.2. Experiments on Time-sensitive Recommendation

Experimental setup. For the task of time-sensitive recommendation, we fit a low-rank Isotonic-Hawkes process with the alternating minimization technique from (13) to solve the following two related problems proposed from (Du et al., 2015) : (1) how to recommend the most relevant item at the right moment; (2) how to accurately predict the next returning-time of users to existing services. We evaluate the predictive performance of our model on

Better data fitting capability. Since the true temporal dynamics governing the temporal point patterns are unknown, we first investigate whether our new model can better explain the data compared with the classic Hawkes process. According to the Time Changing Theorem (Daley & Vere-Jones, 2007), given a sequence \( \mathcal{T} = \{t_i\}_{i=1}^n \) and a point process with intensity \( \lambda(t) \), the set of samples \( \{\int_{t_{i-1}}^{t_i} \lambda(t) dt\}_{i=1}^n \) should conform to a unit-rate exponential distribution if \( \mathcal{T} \) is truly sampled from the process. As a consequence, we compare the theoretical quantiles from the unit-rate exponential distribution with the empirical quantiles of different models. The closer the slope of QQ-plot goes to one, the better a model matches the point patterns. (Du et al., 2015) has shown that Hawkes process fits the data better compared to other simple processes.

In Figure 5 (a) and (c), we show that Isotonic-Hawkes achieves much better fitting capability. Furthermore, (b) and (d) visualize the learned link functions. In Figure 5(b), the function captures the phenomenon that the user's

1http://www.dtic.upf.edu/~ocelma/
MusicRecommendationDataset/lastfm-1K.html
2http://ijcai-15.org/index.php/
repeat-buyers-prediction-competition
interests tend to saturate in the long-run despite that he may be excited about the item initially. Intuitively, we can also see this from (a), where Hawkes process has larger sample quantiles than the theoretical one, which means ∫₀^t_i λ(t)dt is larger than the value it should be. Hence using a saturating function in (b) helps adjusting the Hawkes intensity λ(t) and make it smaller. In contrast, (d) presents the opposite trend where the user was not quite interested in the given item initially, but later became addicted to it. Since the Hawkes sample quantile is smaller than the theoretical one in (c), link function helps changing λ(t) to be larger. Hence learning the link function is important.

**Recommendation improvements.** We evaluate the predictive performance on the two tasks following (Du et al., 2015): (1) Rank prediction. At each testing moment, we record the predicted rank of the target item based on the respective intensity function. We report the average rank over all test events. Smaller value indicates better performance. (2) Arrival-time prediction. We predict the arrival time of the next testing event and report the mean absolute error (MAE) between the predicted time and the true value. In addition, besides Hawkes process, we also compare with the commonly used Poisson process, which is a relaxation of the Hawkes model by assuming that each user-item pair has constant base intensity independent of the history, as well as the state-of-the-art Tensor factorization method (Chi & Kolda, 2012) which applies Poisson factorization to fit the number of events in each discretized time slot and has better performance than methods based squared loss (Wang et al., 2015). We use the parameters averaged over all time intervals to make predictions. The latent rank of the low-rank Isotonic-Hawkes process and the tensor method are tuned to give the best performance.

We summarize the results in Figure 6. First, Hawkes outperforms the Poisson process, which means that considering the effects of history is helpful. Second, Isotonic-Hawkes outperforms Hawkes process for a significant margin thanks to the better data fitting capability shown in Figure 5. For time prediction, since the MAE’s unit is hour, we can see that the error difference between Isotonic-Hawkes and Hawkes is about three days. The online shopping services can benefit a lot from this improvement and make better demand predictions.

**6.3. Experiments on Modeling Diffusion Networks**

Finally, we apply the multi-dimension Isotonic-Hawkes process with the model estimation procedure in (14) to recover the latent information diffusion network reflected by the nonzero patterns of the mutual excitation matrix over the real Network dataset from (Farajtabar et al., 2014). This dataset comprises of all tweets posted by 2,241 users in eight month. The network has 4,901 edges. We split data into a training set (covering 85% of the total events) and a test set (covering the remaining 15%) according to time. Being similar to the time-sensitive recommendation task, we report the average rank of all testing events and MAE for the arrival time prediction with an increasing proportion of training events. Figure 7 verifies that Isotonic-Hawkes outperforms Hawkes process consistently.

**7. Conclusion**

We have proposed a novel nonlinear Hawkes process, the Isotonic-Hawkes process, with a flexible nonlinear link function. Along with the model, we have developed a computationally and statistically efficient algorithm to learn the link function and model parameters jointly, and rigorously show that under mild assumptions of the monotonicity, our algorithm is guaranteed to converge to the global optimal solution. Furthermore, our model is very general and can be extended to many different forms, including monotonically decreasing link functions, low-rank Isotonic-Hawkes processes model and multi-dimensional Isotonic-Hawkes processes. Experiments on both synthetic and real world datasets empirically verify the theoretical guarantees and demonstrate the superior predictive performance compared to other baselines.
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A. Proof of Theorem 6

Theorem 6. Suppose $E[N_i|H_{t_i}] = \int_0^{t_i} g^*(w^* \cdot x_i) dt$, where $g^*$ is monotonic increasing, $1$-Lipschitz and $\|w^*\| \leq W$. Then with probability at least $1 - \delta$, there exist some iteration $k < O\left(\left(\frac{W^2 \log(Wn/\delta)}{n}\right)^{1/3}\right)$ such that $\varepsilon(\bar{g}^k, \bar{w}^k) \leq O\left(\left(\frac{W^2 \log(Wn/\delta)}{n}\right)^{1/3}\right)$.

Notations. We define some extra notations. First we rewrite the integral as $E\left[\sum_{i=1}^n a_{ij} g^*(w^* \cdot x_j)\right]$. Set $y_i^* = g^*(w^* \cdot x_i)$ to be the expected value of each $y_i$. Let $\bar{N}_i$ be the expected value of $N_i$. Then we have $\bar{N}_i = \sum_{j \in S_i} a_{ij} y_j^*$. Clearly we do not have access to $\bar{N}_i$. However, consider a hypothetical call to the algorithm with input $\{x_i, \bar{N}_i\}_{i=1}^n$ and suppose it returns $\bar{g}^k$. In this case, we define $\tilde{y}_j^k = \bar{g}^k(\bar{w}^k \cdot x_i)$. Next we begin the proof and introduce Lemma 3-5.

Analysis roadmap. To prove Theorem 6, we establish several lemmas. The heart of the proof is Lemma 3, in which we show a property of the learned parameters $\bar{w}^k$ at iteration $k$. That is, the squared distance $\|\bar{w}^k - w^*\|^2$ between $\bar{w}^k$ and the true direction $w^*$ decreases at each iteration at a rate which depends on $\varepsilon(\bar{g}^k, \bar{w}^k)$ and some other additive error terms $\eta_1$ and $\eta_2$, which can be bounded respectively:

$$\|\bar{w}^k - w^*\|^2 - \|\bar{w}^{k+1} - w^*\|^2 \geq C_2 \varepsilon(\bar{g}^k, \bar{w}^k) - C_1 (\eta_1 + \eta_2)$$

Lemma 4 bounds $\eta_1 = O\left((K + \sqrt{4K^2 + 8k^2})\frac{(\log(\frac{1}{\delta}))^{1/2}}{\delta}\right)$ using martingale concentration inequality.

Lemma 5 bounds $\eta_2 = O\left((\frac{W^2 \log(Wn/\delta)}{n})^{1/3}\right)$. It relates $\bar{g}_j^k$ (the value we can actually compute) and $\tilde{y}_j^k$ (the value we could compute if we had $\bar{N}_i$). $\bar{y}_j^k$ and $\tilde{y}_j^k$ will show up when we decouple $\|\bar{w}^k - w^*\|^2 - \|\bar{w}^{k+1} - w^*\|^2$.

Finally, we plug in the values of $\eta_1$ and $\eta_2$ to Lemma 3. Then we conduct telescoping sum of (15) and show there is at most $O\left(W/(\eta_1 + \eta_2)\right)$ iterations before the error $\varepsilon(\bar{g}^k, \bar{w}^k)$ is less than $O(\eta_1 + \eta_2)$. Since $\eta_2$ is the dominant term compared with $\eta_1$, we replace $\eta_1$ by $\eta_2$ in the final result. This completes the proof.

Now we introduce Lemma 3-5 as follows.

Lemma 3. Suppose that $\|\bar{w}^k - w^*\| \leq W$, $\|x_i\| \leq 1$, $\sqrt{c} \leq \sum_{j \in S_i} a_{ij} \leq \sqrt{c'}$, $\forall i \in [n], j \in [n]$ and $y_j \leq M, \forall j \in [n]$, and

$$\frac{1}{n} \sum_{i=1}^n (N_i - \bar{N}_i) \leq \eta_1, \frac{1}{n} \sum_{i=1}^n \sum_{j \in S_i} a_{ij} |\bar{y}_j^k - \tilde{y}_j^k| \leq \eta_2$$

then the following formula holds:

$$\|\bar{w}^k - w^*\|^2 - \|\bar{w}^{k+1} - w^*\|^2 \geq C_2 \varepsilon(\bar{g}^k, \bar{w}^k) - C_1 (\eta_1 + \eta_2)$$

where $C_1 = \max\{5CW, 4M\sqrt{c} + 2CW\}$, $C_2 = 2c - C$.

The complete proof of Lemma 3 is in Appendix C.

Lemma 4 (Martingale Concentration Inequality). Suppose $d(M(t) \leq K, V(t) \leq k$ for all $t > 0$ and some $K, k \geq 0$. With probability at least $1 - \delta$, it holds that

$$\frac{1}{n} \sum_{i=1}^n |N_i - \bar{N}_i| \leq O\left((K + \sqrt{4K^2 + 8k^2})\frac{(\log(1/\delta))^{1/2}}{\delta}\right).$$

Note $N_i - \bar{N}_i = M_i$, which is the martingale at time $t_i$. A continuous martingale is a stochastic process such that $E[M_t|\{M_s, \tau \leq s\}] = M_\tau$. It means the conditional expectation of an observation at time $t$ is equal to the observation at time $s$, given all the observations up to time $s \leq t$. $V(t)$ is the variation process. It is shown in (Aalen et al., 2008) that $V(t) = \Lambda(t) = \int_0^t \lambda(s) ds$, which is the compensator for point process $N(t)$. The martingale serves as the noise term in point processes (similar to Gaussian noise in regression) and can be bounded using the Bernstein-type concentration inequality. The proof is in Appendix D.

Lemma 5. (Kakade et al., 2011) With probability at least $1 - \delta$, it holds for any $k$ that

$$\frac{1}{n} \sum_{j=1}^n |\bar{y}_j^k - \tilde{y}_j^k| \leq O\left((\frac{W^2 \log(Wn/\delta)}{n})^{1/3}\right).$$
Lemma 5 relates \( \hat{y}^k_j \) (the value we can actually compute) to \( \bar{y}^k_j \) (the value we could compute if we had the conditional means of \( N_j \)). The proof of this lemma uses the covering number technique and can be found in (Kakade et al., 2011).

Proving of Theorem 6. With Lemma 3, we can conduct telescoping sum. There can be two cases: either \( \varepsilon(\hat{g}^k, \hat{w}^k) \leq 3C_1(\eta_1 + \eta_2)/C_2 \) or \( \varepsilon(\hat{g}^k, \hat{w}^k) \geq 3C_1(\eta_1 + \eta_2)/C_2 \). If it is the first case, then we are done. If it is the second case, then we have:

\[
\|w^k - w\|^2 - \|w^{k+1} - w\|^2 \geq C_1(\eta_1 + \eta_2)
\]

Since \( \|w^{k+1} - w\|^2 \geq 0 \), and \( \|w^0 - w\|^2 \leq 2W^2 \), by telescoping sum, at iteration \( K \), we have:

\[
2W^2 \geq \|w^0 - w\|^2 - \|w^K - w\|^2 \geq KC_1(\eta_1 + \eta_2)
\]

Set \( K = 2W^2/C_1(\eta_1 + \eta_2) \), if \( k > K \), then the above inequality does not hold, which means \( \varepsilon(\hat{g}^k, \hat{w}^k) \geq 3C_1(\eta_1 + \eta_2)/C_2 \) does not hold. Hence there can be at most \( 2W^2/C_1(\eta_1 + \eta_2) = O(W/(\eta_1 + \eta_2)) \) iterations before \( \varepsilon(\hat{g}^k, \hat{w}^k) \leq 3C_1(\eta_1 + \eta_2)/C_2 \).

The remaining step is to bound \( \eta_1 \) and \( \eta_2 \). We use Lemma 4 to bound \( \eta_1 \) and use Lemma 5 to bound \( \eta_2 \). Clearly \( \eta_2 \) is the dominant term. Plugging the values of \( \eta_1 \) and \( \eta_2 \), we have the conclusion that there is some \( h^k \) such that

\[
\varepsilon(\hat{g}^k, \hat{w}^k) \leq O\left(\left(\frac{W^2 \log(Wn/\delta)}{n}\right)^{1/3}\right)
\]
B. Proof of Lemma 6

To prove Lemma 3, a key technique is the generalized calibration property. It generalizes that of isotonic regression in (Kalai & Sastry, 2009) since our objective function is more general. We first state Lemma 6 and then provide the proof.

Lemma 6 (Generalized Calibration Property). The solutions to Quadratic Problem in (10) is partitioned into disjoint blocks \( \{P_i\}_{i=1}^m \), and for each block \( P_i \):

\[
\sum_{i=1}^n (N_i - \sum_{j \in S_i} a_{ij} \hat{y}_j^k) \sum_{j \in P_i} a_{ij} = 0
\]

(17)

\[
\sum_{j=1}^n a_{ij} = \sum_{j \in S_i} a_{ij}
\]

Hence we have

\[
f = \frac{1}{2} \sum_{i=1}^n (N_i - \sum_{j \in S_i} a_{ij} \hat{y}_j^k)^2 = \frac{1}{2} \sum_{i=1}^n (N_i - \sum_{j=1}^n a_{ij} \hat{y}_j^k)^2
\]

We can rewrite the objective function as:

\[
\frac{\partial f}{\partial \hat{y}_1} = \sum_{i=1}^n (N_i - \sum_{j=1}^n a_{ij} \hat{y}_j^k) a_{i1} + \lambda_1 = 0
\]

(19)

\[
\frac{\partial f}{\partial \hat{y}_j} = \sum_{i=1}^n (N_i - \sum_{j=1}^n a_{ij} \hat{y}_j^k) a_{ij} + \lambda_j - \lambda_{j-1} = 0, \quad 2 \leq j \leq n - 1
\]

(20)

\[
\frac{\partial f}{\partial \hat{y}_n} = \sum_{i=1}^n (N_i - \sum_{j=1}^n a_{ij} \hat{y}_j^k) a_{in} - \lambda_{n-1} = 0
\]

(21)

\[
\lambda_j (\hat{y}_j^k - \hat{y}_{j+1}^k) = 0, \quad 1 \leq j \leq n - 1
\]

(22)

\[
\lambda_j \geq 0, \quad 1 \leq j \leq n - 1
\]

(23)

Depending whether \( \hat{y}_j^k \)'s are equal, we can divide the subscript of \( \hat{y}_j^k \) into disjoint sets \( \{P_i\}_{i=1}^m \) such that in each \( P_i \), the values of \( \hat{y}_j^k \) are the same. Hence there exists \( j_1 < j_2 < \cdots < j_{m-1} < n \), such that

\[
\mathcal{P}_1 = \{1, \cdots, j_1\}, \mathcal{P}_2 = \{j_1 + 1, \cdots, j_2\}, \cdots, \mathcal{P}_m = \{j_{m-1} + 1, n\}
\]

(24)

Figure 8 illustrates an example when \( m = 3 \). in this case, \( \mathcal{P}_1 = \{1, 2\} \), \( \mathcal{P}_2 = \{3, 4\} \), and \( \mathcal{P}_3 = \{5, 6\} \). Now we show the following equality holds for \( l = 1, \cdots, m \) in three cases,

\[
\sum_{i=1}^n (N_i - \sum_{j=1}^n a_{ij} \hat{y}_j^k) \sum_{j \in P_i} a_{ij} = 0
\]

Case 1: the first block. For \( \mathcal{P}_1 \), we sum up equations \( \frac{\partial f}{\partial \hat{y}_j^k} = 0 \) according to the index in \( \mathcal{P}_1 \). we have

\[
\left\{\begin{array}{l}
\sum_{i=1}^n (N_i - \sum_{j=1}^n a_{ij} \hat{y}_j^k) \sum_{j \in P_1} a_{ij} + \lambda_{j_1} = 0 \\
\lambda_{j_1} = 0
\end{array}\right.
\]

(25)

Since \( \hat{y}_{j_1}^k \neq \hat{y}_{j_1+1}^k \), from (22) we have \( \lambda_{j_1} = 0 \).

Case 2: the intermediate blocks. For \( 2 \leq l \leq m - 1 \), in \( \mathcal{P}_l \), we sum up equations \( \frac{\partial f}{\partial \hat{y}_j^k} = 0 \). Then we have

\[
\left\{\begin{array}{l}
\sum_{i=1}^n (N_i - \sum_{j=1}^n a_{ij} \hat{y}_j^k) \sum_{j \in P_l} a_{ij} + \lambda_{j_l} - \lambda_{j_{l-1}} = 0 \\
\lambda_{j_l} = \lambda_{j_{l-1}} = 0
\end{array}\right.
\]

(26)

Since \( \hat{y}_{j_l}^k \neq \hat{y}_{j_{l+1}}^k \) and \( \hat{y}_{j_{l-1}}^k \neq \hat{y}_{j_{l+1}}^k \), from (22) we have \( \lambda_{j_l} = \lambda_{j_{l-1}} = 0 \).
Figure 8. Demonstration for the block partition in (24). \( P_1, P_2 \) and \( P_3 \) are the first, intermediate and last block respectively. In each block, \( \hat{y} \) has the same value.

Case 3: the last block. For \( P_m \), similarly we have

\[
\begin{align*}
\sum_{j=1}^{n}(N_i - \sum_{j=1}^{n} a_{ij} \hat{y}^k_j) \sum_{j \in P_m} a_{ij} - \lambda_{jm-1} &= 0 \\
\lambda_{jm-1} &= 0
\end{align*}
\]  

(27)

From (18), we have for all \( l = 1, \ldots, m \)

\[
\sum_{i=1}^{n} (N_i - \sum_{j \in P_l} a_{ij} \hat{y}^k_j) \sum_{j \in P_l} a_{ij} = 0
\]

This completes the proof.
C. Proof of Lemma 3

First, we have
\[ \|\hat{w}^k - w^*\|^2 - \|\hat{w}^{k+1} - w^*\|^2 = 2(\hat{w}^{k+1} - \hat{w}^k) \cdot (w^* - \hat{w}^k) - \|\hat{w}^{k+1} - \hat{w}^k\|^2 \]  
(28)
\[ = \frac{2}{n} \sum_{i=1}^{n} (N_i - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) (\sum_{j \in \mathcal{S}_i} a_{ij} x_j \cdot (w^* - \hat{w}^k)) - \left( \frac{1}{n} \sum_{i=1}^{n} (N_i - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) \right) A \]  
(29)

First we simplify \( A \). Using the following equality:

\[ N_i - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}_j = N_i - \sum_{j \in \mathcal{S}_i} a_{ij} y_j + \sum_{j \in \mathcal{S}_i} a_{ij} y_j - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}_j + \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}_j - \sum_{j \in \mathcal{S}_i} a_{ij} y_j, \]

we can rewrite \( A \) into three parts:

\[ A = \frac{2}{n} \sum_{i=1}^{n} (N_i - \sum_{j \in \mathcal{S}_i} a_{ij} y_j) (\sum_{j \in \mathcal{S}_i} a_{ij} x_j \cdot (w^* - \hat{w}^k)) \]  
(30)
\[ + \frac{2}{n} \sum_{i=1}^{n} (\sum_{j \in \mathcal{S}_i} a_{ij} y_j - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) \left( \sum_{j \in \mathcal{S}_i} a_{ij} x_j \cdot (w^* - \hat{w}^k) \right) \]  
(31)
\[ + \frac{2}{n} \sum_{i=1}^{n} (\sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j - \sum_{j \in \mathcal{S}_i} a_{ij} y_j) \left( \sum_{j \in \mathcal{S}_i} a_{ij} x_j \cdot (w^* - \hat{w}^k) \right) \]  
(32)

The term (30) is at least \(-2CW\eta_1\), the term (31) is at least \(-2CW\eta_2\) since \(|\sum_{j \in \mathcal{S}_i} a_{ij} (w - \hat{w}^k) \cdot x_j| \leq \sqrt{C}W\) and assuming \(C \geq 1\). We thus bound (31).

First define \( v \), the inverse of \( g \) as
\[ v(y) = \inf \{ z \in \text{dom}(g) | g(z) = y \} \]

Note that \( v \) is well defined since \( g \) is monotonic. We also split (31) into three parts,

\[ \frac{2}{n} \sum_{i=1}^{n} (\sum_{j \in \mathcal{S}_i} a_{ij} y_j^* - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) (\sum_{j \in \mathcal{S}_i} a_{ij} x_j \cdot (w^* - \hat{w}^k)) \]
\[ = \frac{2}{n} \sum_{i=1}^{n} (\sum_{j \in \mathcal{S}_i} a_{ij} y_j^* - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) \sum_{j \in \mathcal{S}_i} a_{ij} v(\hat{y}^k_j) \]  
(33)
\[ - \frac{2}{n} \sum_{i=1}^{n} (\sum_{j \in \mathcal{S}_i} a_{ij} y_j^* - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) \sum_{j \in \mathcal{S}_i} a_{ij} \hat{w}^k \cdot x_j \]  
(34)
\[ + \frac{2}{n} \sum_{i=1}^{n} (\sum_{j \in \mathcal{S}_i} a_{ij} y_j^* - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) \sum_{j \in \mathcal{S}_i} a_{ij} (w^* \cdot x_j - v(\hat{y}^k_j)) \]  
(35)

As to (33), it is 0 by Lemma 6. To see this, remember that \( \hat{N}_i = \sum_{j \in \mathcal{S}_i} a_{ij} y_j^* \) and \( \hat{y}^k_j \) is the output of the algorithm in Eq. (10) with input \( \{(\hat{w}^k \cdot x_i, \hat{N}_i)\} \). Apply Lemma 6 and we have the pools \( \{\mathcal{P}_l\}_{l=1}^{m} \)

\[ \sum_{i=1}^{n} (\hat{N}_i - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) \sum_{j \in \mathcal{S}_i} a_{ij} = 0 \]

Define function \( v \) to be the inverse of \( g \). \( v \) is defined as \( v(y) = \inf \{ z \in \text{dom}(g) | g(z) = y \} \). Since \( g \) is monotonic, \( v \) is well-defined. Since all \( \hat{y}^k_j \) in the same set \( \mathcal{P}_l \) has the same value, then the value \( v(\hat{y}^k_j) \) (the inverse mapping) is also the same. Hence

\[ \sum_{i=1}^{n} (\hat{N}_i - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) \sum_{j \in \mathcal{S}_i} a_{ij} v(\hat{y}^k_j) = 0 \]

Now sum the above equation up for all sets \( \mathcal{P}_l, l = 1, \cdots, m \), note that \( \bigcup_{l=1}^{m} \mathcal{P} = \{1, \cdots, n\} \), we have

\[ \sum_{i=1}^{n} (\hat{N}_i - \sum_{j \in \mathcal{S}_i} a_{ij} \hat{y}^k_j) \sum_{j \in \mathcal{S}_i} a_{ij} v(\hat{y}^k_j) = 0 \]
As to (34), we show it is always no greater than 0. To see this, we first claim that for any \( \delta > 0 \),
\[
\sum_{i=1}^{n} (\hat{N}_i - \sum_{j \in S_i} a_{ij} \hat{y}_j^k)^2 \leq \sum_{i=1}^{n} (\hat{N}_i - \sum_{j \in S_i} a_{ij} \bar{y}_j^k - \delta(\sum_{j \in S_i} a_{ij} x_j) \cdot \bar{w}^k)^2
\]
This is because \( \sum_{j \in S_i} a_{ij} \hat{y}_j^k \) minimizes the sum of squared difference w.r.t. \( \hat{N}_i \) over all such sequences. Rewriting this as a difference of squares gives,
\[
\sum_{i \in S_i} \delta(\sum_{j \in S_i} a_{ij} x_j) \cdot \bar{w}^k \left( \sum_{j \in S_i} (2N_i - 2 \sum_{j \in S_i} a_{ij} \hat{y}_j^k - \delta(\sum_{j \in S_i} a_{ij} x_j) \cdot \bar{w}^k) \right) \geq 0
\]
Dividing both sides by \( 2\delta > 0 \), we have
\[
\sum_{i \in S_i} (\sum_{j \in S_i} a_{ij} x_j) \cdot \bar{w}^k \left( \hat{N}_i - \sum_{j \in S_i} a_{ij} \hat{y}_j^k - \frac{\delta}{2}(\sum_{j \in S_i} a_{ij} x_j) \cdot \bar{w}^k \right) \geq 0
\]
Setting \( \delta \to 0 \), by continuity we obtain
\[
\frac{2}{n} \sum_{i=1}^{n} (\hat{N}_i - \sum_{j \in S_i} a_{ij} \hat{y}_j^k) \sum_{j \in S_i} a_{ij} \bar{w}^k \cdot x_j \geq 0
\]
Hence we have (34) always no greater than 0.

As to (35), by 1-Lipschitz property of \( g \), the first term can be bounded as
\[
\frac{2}{n} \sum_{i=1}^{n} (\sum_{j \in S_i} a_{ij} y_j^k - \sum_{j \in S_i} a_{ij} \hat{y}_j^k) \sum_{j \in S_i} a_{ij} (v(y_j^k) - v(\hat{y}_j^k))
\]
\[
\geq 2 \sum_{j=1}^{n} c(y_j^k - \hat{y}_j^k)(v(y_j^k) - v(\hat{y}_j^k))
\]
\[
\geq 2 \sum_{j=1}^{n} c(y_j^k - \hat{y}_j^k)^2 = 2c\varepsilon(x^k, \bar{w}^k) \tag{36}
\]
Plugging to the definition of \( A \), we get
\[
A \geq 2c\varepsilon(x^k, \bar{w}^k) - 2CW(\eta_1 + \eta_2) \tag{37}
\]
Next we bound \( B \). First rewrite \( B \):
\[
B = \left\| \frac{1}{n} \sum_{i=1}^{n} (N_i - \sum_{j \in S_i} a_{ij} y_j^k + \sum_{j \in S_i} a_{ij} \hat{y}_j^k) \sum_{j \in S_i} a_{ij} x_j \right\|^2
\]
\[
\leq \left\| \frac{1}{n} \sum_{i=1}^{n} (N_i - \sum_{j \in S_i} a_{ij} y_j^k) \sum_{j \in S_i} a_{ij} x_j \right\|^2 + \frac{2}{n} \left\| \frac{1}{n} \sum_{i=1}^{n} (N_i - \sum_{j \in S_i} a_{ij} y_j^k) \sum_{j \in S_i} a_{ij} x_j \right\| \left\| \frac{1}{n} \sum_{i=1}^{n} (\sum_{j \in S_i} a_{ij} y_j^k - \sum_{j \in S_i} a_{ij} \hat{y}_j^k) \sum_{j \in S_i} a_{ij} x_j \right\| \tag{38}
\]
\[
+ \frac{1}{n} \left\| \sum_{i=1}^{n} (\sum_{j \in S_i} a_{ij} y_j^k - \sum_{j \in S_i} a_{ij} \hat{y}_j^k) \sum_{j \in S_i} a_{ij} x_j \right\|^2 \tag{39}
\]
From the condition in Lemma 3, we have
\[
\left\| \frac{1}{n} \sum_{i=1}^{n} (N_i - \sum_{j \in S_i} a_{ij} y_j^k) \sum_{j \in S_i} a_{ij} x_j \right\|^2 \leq C\eta_1^2 \tag{41}
\]
Use Jensen’s inequality and consider the upper bound \( C \) for \( \left\| \sum_{j \in S_i} a_{ij} x_j \right\|^2 \), we show that
\[
\left\| \frac{1}{n} \sum_{i=1}^{n} (\sum_{j \in S_i} a_{ij} y_j^k - \sum_{j \in S_i} a_{ij} \hat{y}_j^k) \sum_{j \in S_i} a_{ij} x_j \right\|^2 \leq C \times \frac{1}{n} \sum_{i=1}^{n} (y_j^k - \hat{y}_j^k)^2 = C\varepsilon(x^k, \bar{w}^k) \tag{42}
\]
Combining (41) and (42) into (38), (39), (40), assuming $\eta_1 \leq 1, C \geq 1$, we have

$$B \leq C\eta_1^2 + 2C\eta_1 \sqrt{\varepsilon(\hat{g}^k, \hat{w}^k)} + C\varepsilon(\hat{g}^k, \hat{w}^k) \leq C\varepsilon(\hat{g}^k, \hat{w}^k) + 3C\eta_1$$

(43)

Hence the we have:

$$B \leq C\varepsilon(\hat{g}^k, \hat{w}^k) + 3C\eta_1$$

(44)

Combining the bound for $A$ in (37) and the bound for $B$ in (44) into (29), we get

$$\|\hat{w}^k - \hat{\bar{w}}\|^2 - \|\hat{w}^k+1 - \hat{\bar{w}}\|^2 \geq 2\varepsilon(\hat{g}^k, \hat{w}^k) - C\varepsilon(\hat{g}^k, \hat{w}^k) - CW(5\eta_1 + 2\eta_2)$$

(45)

To finish the proof, we establish the relationship between $\varepsilon(\bar{g}^k, \bar{w}^k)$ and $\varepsilon(\hat{g}^k, \hat{w}^k)$ as follows: we claim that the difference between $\varepsilon(\bar{g}^k, \bar{w}^k)$ and $\varepsilon(\hat{g}^k, \hat{w}^k)$ can be lower bounded:

$$\varepsilon(\bar{g}^k, \bar{w}^k) - \varepsilon(\hat{g}^k, \hat{w}^k) \geq -2M\eta_2/\sqrt{c}$$

(46)

To see this, we have:

$$\varepsilon(\hat{g}^k, \hat{w}^k) = \frac{1}{n} \sum_{j=1}^{n} \left( \bar{y}_j^k - y_j^* \right)^2$$

$$= \frac{1}{n} \sum_{j=1}^{n} \left( \hat{y}_j^k - \hat{y}_j^k + \hat{y}_j^k - y_j^* \right)^2$$

$$= \frac{1}{n} \sum_{j=1}^{n} (\hat{y}_j^k - y_j^*)^2 + \frac{1}{n} \sum_{j=1}^{n} (\hat{y}_j^k - \hat{y}_j^k)(\hat{y}_j^k + \hat{y}_j^k - 2y_j^*)$$

$$= \varepsilon(\hat{g}^k, \hat{w}^k) + \frac{1}{n} \sum_{j=1}^{n} (\hat{y}_j^k - \hat{y}_j^k)(\hat{y}_j^k + \hat{y}_j^k - 2y_j^*)$$

and we have $|\hat{y}_j^k + \hat{y}_j^k - 2y_j^*| \leq 2M$. Plugging this and the following inequality leads to (46).

$$\frac{1}{n} \sum_{j=1}^{n} |\hat{y}_j^k - \hat{y}_j^k| \leq \frac{1}{n} \sum_{j=1}^{n} \sum_{S \in \mathcal{S}} a_{ij} / \sqrt{c} |\hat{y}_j^k - \hat{y}_j^k| \leq \eta_2 / \sqrt{c}$$

Combine (46) and (45), we have

$$\|w^k - \bar{w}\|^2 - \|w^{k+1} - \bar{w}\|^2 \geq (2c - C)\varepsilon(\hat{g}^k, \hat{w}^k) - 4M\sqrt{c}\eta_2 - CW(5\eta_1 + 2\eta_2) \geq C_2\varepsilon(\hat{g}^k, \hat{w}^k) - C_1(\eta_1 + \eta_2)$$

where $C_1 = \max\{5CW, 4M\sqrt{c} + 2CW\}$, $C_2 = (2c - C)$, this completes the proof.
D. Proof of Lemma 4

We have \( N_i - \bar{N}_i = M_i \), which is the martingale at time \( t_i \). The martingale serves as the noise term in point processes (similar to Gaussian noise in regression) and can be bounded using the Bernstein-type concentration inequality. First, we have the following martingale inequality (Aalen et al., 2008; Liptser & Shiryaev, 2012): for each \( \epsilon \) and some \( t \), we have

\[
P[|M(t)| > \epsilon] \leq \exp\left(-\frac{\epsilon^2}{2(k^2 + \epsilon K)}\right)
\]

In our case, for each \( i \), we have \( N_i = \Lambda(t_i) + M(t_i) \), where \( \Lambda(t) \) is the compensator and \( M(t) \) is the zero-mean martingale. Also we have \( \bar{N}_i = \mathbb{E}(N_i) = \Lambda(t_i) \). Hence \( N_i - \bar{N}_i = M(t_i) = M_i \). Now we set \( \delta = P[|M(t)| > \epsilon] \), then with probability at least 1 - \( \delta \), \(|M(t)| \leq \epsilon \). Set \( \delta = \exp\left(-\frac{\epsilon^2}{2(k^2 + \epsilon K)}\right) \), then we have the equation

\[
\epsilon^2 - 2K \log \left( \frac{1}{\delta} \right) \epsilon - 2k^2 \log \left( \frac{1}{\delta} \right) = 0
\]

Hence

\[
\epsilon = \frac{2K \log \left( \frac{1}{\delta} \right) + \sqrt{4K^2 \left( \log \left( \frac{1}{\delta} \right) \right)^2 + 8k^2 \log \left( \frac{1}{\delta} \right)}}{2}
\]

\[
\leq K \log \left( \frac{1}{\delta} \right) + \sqrt{4K^2 + 8k^2 \left( \log \left( \frac{1}{\delta} \right) \right)^2}
\]

\[
\leq (K + \sqrt{4K^2 + 8k^2}) \left( \log \left( \frac{1}{\delta} \right) \right)^{1/2}
\]

Here we have used the fact that \( \left( \log \left( \frac{1}{\delta} \right) \right)^2 \leq \log \left( \frac{1}{\delta} \right) \leq \sqrt{\log(1/\delta)} \). We can obtain that

\[
\epsilon = O \left( (K + \sqrt{4K^2 + 8k^2}) \left( \log \left( \frac{1}{\delta} \right) \right)^{1/2} \right)
\]

Hence we have

\[
\frac{1}{n} \sum_{i=1}^{n} |N_i - \bar{N}_i| = \frac{1}{n} \sum_{i=1}^{n} |M_i| \leq O \left( (K + \sqrt{4K^2 + 8k^2}) \left( \log \left( \frac{1}{\delta} \right) \right)^{1/2} \right)
\]