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Abstract

The SmartPointer system provides a paradigm for utilizing multiple light-weight client endpoints in a real-time scientific visualization infrastructure.  Together, the client and server infrastructure form a new type of data portal for scientific computing.  The clients can be used to personalize data for the needs of the individual scientist.  This personalization of a shared dataset is designed to allow multiple scientists, each with their laptops or iPaqs to explore the dataset from different angles and with different personalized filters.  As an example, iPaq clients can display 2D derived data functions which can be used to dynamically update and annotate the shared data space, which might be visualized separately on a large immersive display such as a CAVE.  Measurements are presented for such a system, built upon the ECho middleware system developed at Georgia Tech.

Introduction

High speed networks and grid software [Globus, AG] have created new opportunities for scientific collaboration, as evidenced by past work on remote instrumentation[OAC98], remote visualization[MaC00,SSL00], the use of immersive systems across the network [FoG97,CSD93], and by new programs like the Terascale Supernova Initiative at the Department of Energy [TSI]. In all such applications, scientists and engineers working in geographically different locations collaborate, sometimes in real-time, by sharing the results of their large-scale simulations, jointly inspecting the data being generated and visualized, running additional analyses, and sometimes even directly running simulations through computational steering[SLM00] or by  control of remote instruments [PTC98]. 

A common paradigm used by the community is that of a workbench or portal via which end users interact with such grid applications and services. Portals facilitate the use of distributed services and systems by providing application-specific means of interacting with both. Portal architectures [GaBF, KBG01] provide the basic set of abstractions and components based on which application-specific portals may be built.
This paper explores a common problem with data portals, which is the heterogeneous nature of the machines and platforms on which they must operate. Specifically, we ask how end users may meaningfully interact across highly heterogeneous machines and network connections.  This issue has arisen, for example, for the Terascale Supernova Initiative in which end users from the national labs operating across Gigabit links must interact in real-time with collaborators on PCs operating across standard Internet links. Taken to an extreme, we ask how end users operating with very large data sets displayed only on high end systems like Immersadesks driven by large SMP machines can usefully interact via low end engines like laptops and PDAs.

The specific interaction paradigm explored in this paper is one in which a low end device essentially acts as a ‘smart pointer’ into the large data space existing in the distributed system and/or displayed on devices like a CAVE or Immersadesk. That is, while a CAVE may be used to render to an end user the entire data space (or large portions thereof), the handheld device cannot hope to render any meaningful subset of this data in the same fashion. Instead, its role is to provide alternative views of specific data elements, to activate analyses meaningful for these elements and display analysis results, and to track and interact with collaborators. When located in the same room as the immersive device, the smart pointer may present certain details or complementary information about the data displayed in its entirety. When operating in a distributed system, a smart pointer may be viewed as presenting similar information about the large, distributed, and shared data space that defines end users’ distributed collaboration. In both cases, a smart pointer permits an end user to interact with the large, shared data space as per his/her current interests and needs, where most such interactions entail the activation of services that transform, analyze, filter, and sample shared data.

The remainder of this paper describes a specific implementation of the smart pointer paradigm, using an iPaq handheld PDA communicating via a wireless link with the servers that provide ‘smart pointer’ services and that can efficiently access or ‘tap into’ the large data space shared by real-time collaborators. The data used is output from a standard parallel molecular dynamics simulation used by physicists and mechanical engineers to explore a number of atomistic phenomena, from melting to crack propagation to friction. In the experiments described in this paper, such output data is continuously streamed from the simulation to the server systems and to a high end display device, an Immersadesk[CPS97]. The smart pointer device taps into the same data stream by interacting with the same server systems. 
While experimental results are focused on our specific experimental setup, the smart pointer system and architecture presented in this paper can extend its operation across wide area systems.  The ideal is to support distributed collaboration and steering of computational science, with a strong emphasis on providing the personalized data portals that the smart pointers represent to every collaborator.  The collaborative environment is provided already by the AccessGrid toolkit[AG].  By adding the ECho event channel infrastructure, the middleware which underlies the current implementation, as a parallel data transport to the Access Grid, we can utilize ECho’s high performance communications infrastructure for heterogeneous binary transport of the scientific data.  In addition, ECho’s facilities for runtime, source-based filtering of data help to optimize performance of the clients as well as enhancing their customizability. 
The SmartPointer Application
For this research we have focused on the molecular dynamics (MD) application area, since it is of interest to computational scientists in a wide variety of fields, from pure science (physics and chemistry) to applied engineering (mechanical and aerospace engineering).  Molecular dynamics codes aim to replicate atomic-scale motions, using various representations of the forces involved.  These codes are used to study some very large problems, sometimes involving hundreds of thousands to millions of atoms.  The run-time of such problems can be very long, even on massively parallel machines, and as such the task of visualizing and steering of the codes can be very important.  Traditional methods of dealing with such data flows involve complete state logging for later viewing (which does not scale well to large sizes or long runs) or the storage of partially interpreted data such as auto-correlation functions or time averages (which may fail to preserve data needed in subsequent interpretation).

The SmartPointer system has been designed to address these concerns by providing a flexible and customizable user interface which can support multiple levels of user interaction both in real time and in post-production (through the use of logging clients).  In this way, a scientist can “jump into” a running simulation, check on statistics of interest, perhaps tweak or tune parameters, or even decide to terminate a run.  Then, when he or she has finished, the visualization software can cleanly detach from the system.  
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Figure 1. An example of molecular dynamics data that might benefit from user-specific viewpoints.  For this single simulation of a block of copper being stretched, on the left we see the sorts of things that a physicist might want to highlight, while the right side shows the higher-level synthesis that a mechanical engineer might want.

More than just the single scientist viewpoint, though, the smart pointers are intended to be a facilitator for multi-disciplinary interactions.  Each investigator can interact with the same data stream through a visualization mechanism of his or her choosing.  For example, as seen in Figure 1, a physicist might chose to examine a deforming crystal to look for regions of reformation of FCC crystals inside the deformation zone.  On the other hand, a mechanical engineer might be more interested in statistics which might be able to relate damaged to undamaged sections of the crystal, which would have more utility in describing mechanical strengths of the material.  Since each individual can interact with the data stream simultaneously but independently, additional realms of interdisciplinary cooperation can be enabled.

This is possible due to the ECho event channel middleware, which will be described in a later section.  The instrumentation of the MD code is done through replacement of the subroutines which would normally log the restart files.  Since most MD codes have such facilities, and certainly all of the large-scale codes already do, this is a clean and very portable way to extract the desired information.  It also minimizes the degree of knowledge of the ECho middleware which the application scientist needs, which is a considerable help in pursuing its adoption by multiple communities.
The SmartPointer System

The following is a discussion of the data flow within our distributed visualization environment.  Atomic data originates with a parallel molecular dynamics computation. Before it can be utilized by the end visualization clients, this data needs to be parsed and manipulated in several client-specific ways.   

Scientific Data Flow

In our distributed visualization environment, atomic data (coordinates, atom types) originates with a parallel MD computation.  This data is then streamed to a server which does some core filtering and extension of the data, namely the calculation of the radial distribution function of the data (to be described shortly) and the determination of bonded atom pairs.  From that server the extended data is distributed to clients and data staging servers. Through ECho’s filtering capabilities, users could further specify different analysis of the data and observe the process with different types of clients from different locations.

The data flow within the SmartPointer system is characterized by several different types of server nodes and of clients.  The overall flow is shown in Figure 2, with each of the key components described in the following text.

Bond server.  The bond server receives the coordinates and types of atoms from the MD code, computes the bonds between the atoms according to the distance thresholds (which could be changed by a radial distribution client), and broadcasts the information from two channels. One channel, the main “data” channel, contains the previous data and adds the bond lists. The bond server calculates the bond list by first computing all the pairwise distances between atoms (the same computation is also used for the radial distribution function). The user must specify some pair of parameters r1 and r2.  If the distance between atom i and j is within the interval [r1, r2], then there is a bond between atom i and atom j, and it is copied into the bond list data structure.

The other channel exported by the bond server contains the distribution of the distances between the atoms and the current thresholds used to compute the bonds.  The calculation of these quantities is described in more detail in the next section.  Feedback on this channel is used to modify the parameters r1 and r2 used for the data channel. 
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Figure 2.  A logical diagram of the current implementation of the SmartPointer infrastructure.  

Radial distribution client.  The radial distribution function is a histogram of all of the pairwise distances between atoms at a given time within the simulation.  The radial distribution is recorded in a one-dimensional integer array of length binmax, where each element of the array corresponding to the number of the distances falling in a specific range. For example, given a distance d and a maximum distance of interest rmax, the following formula would apply:

Radial_dist[min(binmax, int(binmax*d/rmax))]+=1
(1)

Thus the size of the data sent to the client is of a set and clearly controlled size, which can be tuned by the client through setting the display parameters binmax and/or rmax. The iPaqs that run the client application have wireless connections, so the data sent to them must be carefully sized to achieve real-time interactions, as we shall see later.
In addition to modifying the display parameters, the iPaq client can set the thresholds used by the bond server to calculate the bonds to be added into the data channel (labeled “Coordinates + Bonds” in Figure 2).  Viewing the radial distribution function allows the end user to see where the natural cut off points are for the data, making the choice of bonding distances faster and more accurate.  It also allows the user to dynamically explore particular subsets of bonds.  For instance, by changing r1 and r2 on the client, the user could select only the nearest neighbors that have bonding lengths shorter than the equilibrium (or “normal”) bonding distance, and the visualizations in the shared data space would consequently be updated.
OpenGL/Immersive Display.  As an example of a high-end display, we have an ImmersaDesk as a subscriber of the bond server’s data channel. This type of immersive display client provides a virtual three-dimensional display of complex structures and lets the users navigate within them. Since the bond server and these clients are connected by a high bandwidth network, and since the Immersadesk is connected to a large SMP with substantial graphics hardware, the bond server can send large amounts of raw data to the client without additional parsing of the data.   
Visualization Server and 2-D clients.  The visualization server, which uses a parallel ray-tracing algorithm, serves both as a subscriber of the bond server’s data channel and a source for two-dimensional display clients.  The server utilizes a persistent master-worker parallelization model, and the master receives the atomic information from the bond server’s data channel and generates the necessary internal description of the data. The worker processes then converts the description into a ppm image, which is submitted onto a new channel. This image is sent to a bandwidth- or cpu-limited client, such as an iPaq on a wireless link or a remote workstation client. 
The visualization server also receives control information from the display client. The user can change the ray-tracer’s parameters, such as the camera’s location, the camera’s orientation, etc, by pressing the iPaq’s buttons and joypad.  The iPaq then sends the user's request for a new viewpoint to the visualization server, and the ray-tracer uses this new viewpoint when it generates the scene description. 
Other clients in the system.  So as to preserve the output of the logging subroutines we instrumented to gain access to the MD code, a disk client can receive atoms and bonds information from the bond server and store it to as disk files.

SmartPointer Enhancements.

In addition to the basic visualization system already described, there are a number of enhanced features which enable even greater flexibility for the scientific end-user’s personal data portal, which depend in part upon the particular features of the middleware infrastructure we use.  Some of these have been partially described above
· Parallel stream based filtering for the visualization server and the bond server.  By establishing a persistent parallel stream filtering process the processing time should be decreased as well as improving scalability for larger numbers of clients.  The publish-subscribe infrastructure simplifies the parallelization process, since each process can independently subscribe to the same channel and receive the incoming data.

· Client-specified filtering.  The middleware infrastructure makes it relatively easy for us to add client-specific filters, such as viewer-specific cuts through large data sets (only atoms with x > 0.0) or filtering by atom type (type == “Oxygen”).  This type of filtering is not only scientifically valuable, it also provides a further savings in bandwidth for remote or limited end devices.  
· Additional scientific annotation tools.  The bond server generates scientific annotation of the data (in this case, neighbor lists based on inputs to the radial distribution client), which serves as a starting point for other scientific annotation algorithms such as common neighbor analysis.  These tools can subscribe to the existing data channel and create their own modified versions, which the existing end clients can then use.
Publish-Subscribe Middleware Support

For this application, we require a communications infrastructure which can be flexible, adaptive, and yet support high performance.  Traditional HPC-style communications systems like MPI offer the required high performance, but rely on the assumption that communicating parties have a priori agreements on membership lists and on the basic contents of the messages being exchanged.  For the sort of system we have described, however, both data types and subscription lists of communicating parties must be flexible.  This need for flexibility has led some designers to adopt techniques like Java's RMI or meta-data representations such as XML+SOAP. These methods have high costs which interfere with total performance, because data marshalling becomes a key issue.
The ECho middleware[ECho,EBS00] addresses these concerns in several different ways.  In particular, it provides the following:

· Information flows are represented as event streams, using the publish/subscribe model.  
· There is no centralization; channels are represented by distributed data structures.
· Connections are managed so as to preserve transparency of local versus remote receivers, with implementations for underlying peer-to-peer communications over TCP, UDP, Wireless, multicast, and others.
· Efficient, fully typed binary data transmission based on dynamically defined event formats (PBIO).
· Dynamic extension of existing formats and discovery/operation on format contents is enabled through run-time dynamic code generation of subscriber-specified filters.
· Interoperation with CORBA and Java (JECho) via IDL and XML is enabled through conversion of data at the far endpoint.
Further information is available in the references sited in [ECho].

Experimental Setup

The interconnection of machines closely matches the logical diagram drawn in Figure 2.  For the measurements described below, the following hardware was used for each of the pieces:

· The originating MD code runs on an SGI Origin 2000.  Performance of this code is not measured directly.
· The parallel bond server and the visualization server both run on a Dell 8450 8-way Pentium III Xeon box with 4 GB memory. 
· The Immersadesk is connected to a 16 processor SGI Origin 2000 with an InfiteReality3 graphics engine. 
· Finally, for the end-point wireless clients, we are using Compaq iPaq’s with 64MB memory, running the Linux Intimate distribution.

The size of each ppm image sent from the visualization server to the iPaq client is 182428 bytes, and the control message sent from the iPaq to the ray-tracer contains 28 bytes of actual data.  An additional note to observe is the high level of heterogeneity of the platforms.  The support for heterogeneity is transparently provided by the ECho middleware infrastructure.
Results

IPaq visualization performance. In this experiment, the round-trip time from the client iPaq to the visualization server is measured for data sets between the sizes of 10 and 1000. In each case, the iPaq sends out a request for a change of viewpoint. The server generates a new frame for iPaq and sends it back. Since the number of atoms doesn’t affect the size of the image, the changes in response time with respect to number of atoms are mainly because of the server’s computation time. Although this yields a reasonable visualization update time, further optimization of the ray-tracing algorithm to better reflect the computational environment should cause substantial improvements.
We compared the performance of our solution to an OpenGL program running natively on the iPaq using the Mesa library. The iPaq doesn’t have a floating point coprocessor, therefore it takes the OpenGL program an average 3.996 seconds to display 24 atoms.  The iPaq OpenGL visualization client is a slightly modified version of the OpenGL client which runs on the Immersadesk, whose performance is detailed in Figure 4.  The ray-tracing visualization server does not provide the same level of interactive visualization as the Immersadesk, but its refresh rate is fast enough to make it usable, and it is clearly far more scalable than the native OpenGL solution on the iPaq.  
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Figure 3: Response time for iPaq visualization.  The propagation line is the time it takes to propagate a new frame from the server out to the client.  The two return trip times (RTT) are response times for re-rendering the data as a result of user input (a zoom operation).  For comparison, an OpenGL client running natively on the iPaq using the Mesa library took 3.996 seconds to re-render a 24 atom scene.  The propagation time measures the unidirectional time from the bond server to a rendered image on the iPaq.  It is greater than the PPM RTT time due to the added communications and the set-up costs for a new visualization data frame.
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Figure 4: Time per frame for Immersadesk.  The time for the Immersadesk to render one frame of data, when number of atoms varies from 10 to 1000. Time spread for each number of atoms due primarily to the variable number of bonds in the frame.

Radial distribution performance. In this experiment we measure the response time for the radial distribution client. The bottom trace in Figure 3 shows the round-trip-time (RTT) from a user-requested modification on the radial distribution client (decrease rmax to “zoom in”) till the modified data is received. Note that the RTT for the radial distribution data feed is very close to that of the Immersadesk OpenGL client (as seen in Figure 4), requiring an average 74.0 ms for a user-requested update at 1,000 atoms, as compared to 166. ms for the Immersadesk client.  These refresh times are sufficiently close to real time to provide a very usable interface for data monitoring, and the small relative difference between the two update times makes the SmartPointer control loop feasible.

The amount of data being transmitted from the bond server to the iPaq remains constant as the number of atoms changes. The bond server needs to compute pairwise distances of atoms to get the bond information, and we can expect that it would overwhelm the iPaq if we computed the bonds locally, not to mention the lack of scalability in moving that amount across the wireless link. 
Performance of SmartPointer Enhancements

Although the system described so far works quite effectively for small number of clients, as the number of simultaneous users increases, the bond server may become overloaded.  The parallelization of the bond server is one measure we have taken to address this problem.  Since the calculation of neighbor lists and radial distribution functions requires a relatively tightly coupled data interaction, we have chosen to pursue a shared memory parallelization strategy initially.
OpenMP directives are utilized within the code, since most of the core of the code is composed of the pairwise comparison loops.  The thread pool is initialized only once, with the non-master threads blocking until the next atomic update event arrives.  Figure 5 shows the measurements of scalability for numbers of clients and numbers of concurrent threads within the bond server.
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Figure 5.  Response time as a function of the number of clients.  (A) shows the amount of time, in microseconds, for a data frame to be transferred from a single-threaded server to multiple clients.  (B) shows the decrease in time to compute the pairwise distances within the bond server as a function of the number of threads.  Since these two are independent contributions to the total run-time of the bond server, the multi-threading can be used to offset the increase in transfer times.
Another key advanced feature is the ability to provided custom, client-specified cut-throughs of data.  The ability to section data is both scientifically and practically useful.  Particularly for large atomic systems, many meaningful structures may be hidden beneath the surface.  Client-specified cutting planes, determined in real time by the end user, can be deployed back to the server.  This provides an immediate savings in bandwidth, as the client no longer receives unwanted data, as well as exposing the personalized data viewpoint for collaborators.  Rather than inputting the parameters of the filter into their own client, the collaborators can subscribe to the same feed with the filter already applied.  This again enables the handheld (or indeed any client) to drive the visualization of others within the shared data space.
Figure 6.  Example of filter code.  This simple code takes the input data structure (input.*) and copies it out to a corresponding output data structure (output.*) only if the atoms to be visualized lie to one side of the cut off plane x = 5.0.  This example can be easily generalized to a generic plane (ax + by + cz ≤ d) or to an atomic species filter ( itype == “oxygen”).
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Figure 7.  Time for the transfer of filtered and unfiltered data sets between server and iPaq.  A data filter similar to that shown in Figure 6, but selecting only appropriate bonds, is applied to the raw data stream before visualization.  The reduction in total transmitted data improves both visualization and transmission times. 

The filters are implemented in ECL, which is a restricted subset of C[Eis02].  The familiarity of the C-link interface makes scientific filters relatively easy to create and deploy.  The ECho middleware exports the ECL filter from the client as text and then utilizes dynamic code generation on the server.  The cost of filtering the data on the server is relatively minor compared to the savings in bandwidth and endpoint cpu cycles, particularly for visualization and down-sampling transformations.
Related Work

Much of the recent scientific portal work has focused on advanced tools and databases that could be shared by a community of users via web technology[KBG01]. These web-based Scientific Portals provide mechanisms to access and manage remote resources needed for large scientific codes.  They have explicit interfaces to grid software packages and other distributed run-time tools[GaBF].   However, these portals do not directly address the needs of a dynamic visualization environment, where large volumes of data may need to be sifted and analyzed through highly customized filters.

Another related area of research is the studies of distributed collaboration in shared environments like in the 3D virtual environment of the CAVE[SSL00,LJD99].  Immersive distributed collaboration is required to meet the vast need of cutting-edge computational science (Chemistry, Astrophysics) and engineering (Aerospace, Automotive) for distributed access to shared data and computations[RGC97]. 

Such distributed collaboration needs not only the virtual reality environment and appropriate tools for data exploration, but also new communication middleware and architecture support for both asynchronous and real-time synchronous data exchanging.  I-WAY[DeF96,FoG97] is an experimental environment for building distributed virtual reality applications and for exploring issues of distributed wide area resource management and scheduling. I-WAY has five application types that showcase how supercomputers and CAVE environments interact with each other.  The personalization of the data streams and the inherent heterogeneity of the SmartPointer clients are distinguishing features, although there certainly are interesting possibilities for interoperation.

The Cumulvs project[KoP98,GKP97] is an attempt at a middleware infrastructure for dynamic attachment and detachment of visualization processes.  Much of its development has focused on dynamic fault tolerance and heterogeneous task migration, which is a complementary toolset to the work we have presented here.  These tasks are all carried out through user-space library calls, so it has the potential to be used side-by-side with the existing SmartPointer processes.  Future work is intended to explore this approach more fully.
Conclusions

The SmartPointer system introduced in this paper provides a unique paradigm for the creation and use of lightweight visualization clients which operate cooperatively in the context of an online scientific visualization infrastructure.  The SmartPointer infrastructure forms a new type of data portal for scientific computing, providing the scientific end user with the ability to dynamically generate customized viewpoints that can be used to modify, annotate, and control a larger shared data space.  Achieving this level of customization in a portal environment requires a communication infrastructure that not only can efficiently transfer large amounts of data, but can also supports plug-and-play data flow subscription and smart filtering.  The ECho event system fills this role in the SmartPointer infrastructure, and we presented measurements which both support the viability of the SmartPointer concept and show how ECho features are exploited to improve the scalability and performance of the system.  In particular, we showed that the use of dynamically code generated filter functions in ECho's derived event channels can nearly halve the SmartPointer display update time by specializing the client's data flows to more closely match its needs. 

Our future work will focus on creating SmartPointer displays and tools for other applications and on enhancing the collaborative aspects of the system. As we explore new applications and displays, we expect to encounter situations which require more elaborate filtering and data transformation than the relatively simple filters that we have deployed so far, requiring heavier use of ECho's facilities to relocate computation.  For example, global climate models often represent atmospheric data as a set of orthogonal spherical basis functions.  In this environment, data display requires a computationally expensive filtering (conversion from spectral to grid space), that would be prohibitively expensive for light-weight clients and potentially burdensome for the server.  In such cases, ECho's ability to relocate computation to third parties may be required to provide reasonable visualizations.  We also expect to exploit ECho's ability to tag data with additional meta-data, such as on-demand XML markup information, in order to allow interoperation with many additional visualization tools while maintaining the customizations enabled by ECho.  These extensions will extend the SmartPointer infrastructure to new ranges of applications and collaboration environments.
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Sample Scientific Filter


{ for (nIn=0, nOut=0; nIn<input.natoms;) {


   if (input.xatoms[nIn*3]>5.0)


   { output.oitype[nOut]=input.itype[nIn];


     output.oxatoms[nOut*3]=input.xatoms[nIn*3];


     output.oxatoms[nOut*3+1]=input.xatoms[nIn*3+1];


     output.oxatoms[nOut*3+2]=input.xatoms[nIn*3+2];


     nOut=nOut+1;}


     nIn=nIn+1;   }


   output.onatoms=nOut;


}
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		Atoms #		Bonds #		Polygons #		Average Time per Frame(s)		Average Frame Rate(f/s)

		10		12		to be calculated tomorrow, if needed		0.020416		48.9811912226

		100		0				0.02084		47.9846449136

		100		122				0.062469		16.0079399382

		100		193				0.083298		12.0050901582

		100		428				0.187538		5.3322526635

		100avg						0.08853625

		1000		0				0.125024		7.9984642949

		1000		87				0.166603		6.0022928759

		1000		160				0.208385		4.7988098951

		1000 avg						0.1666706667

		Derived table:

		atoms#		Max time per frame(s)		Min time per frame(s)		Average time per frame (s)

		10		0.020416		0.020416		0.020416

		100		0.187538		0.02084		0.08853625

		1000		0.208385		0.125024		0.1666706667

		Ipaq:

		Atoms #		Bonds #		Polygons #		Average Time per Frame(s)		Average Frame Rate(f/s)

		24		0				3.996		0.2502502503

		Atoms #		Bonds #		BondServer to Immersadesk Wire Time(ms)

		100		400		3.305

		100		1000		9.949

		Atoms #		Average Round-trip-time ipaq to vis server to ipaq(microseconds)

		10		1587823

		24		3996000

		100		1806164

		1000		2406765

		Atoms #		Average Round-trip-time ipaq to bondserver to ipaq(microseconds)

		10		153618

		100		134969

		1000		471063
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