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Abstract

Through adaptation of theoretical techniques from
control theory and computer science it becomes pos-
sible to provide well posed expert.systems for con-
trol of mobile robots. In contrast to other expert
systems for mobile robotics the adapted framework
enables structured design and verification of imple-
mented systems. This in turn results in a modular
system, and a system with a predictable performance.
In this paper it is described how a behaviour based
system can be controlled by a rule based expert sys-
tem, where the interaction between behaviours is de-
scribed in terms of a process algebra, where different
processes are modelled as Discrete Event Systems,
and compositions are controlled by a supervisory con-
trol structure. To verify the described framework ex-
perimental results obtained with a prototype system
are also outlined.

1 Introduction

Mobile Robotics is an interesting area for use of ar-
tificial intelligence (AI), as it is a domain in which
large bodies of knowledge is needed to enable tasks
like ‘intelligent’ navigation in a large/complex facility
while there at the same time is a need for real-time
response to external events. Mobile robotics can thus
be used as an interesting test-bed for empirical ver-
ification of AI techniques and investigation of their
applicability and feasibility in real-world settings.

In many experimental mobile robot systems and
almost all commercial systems the use of Al tech-
niques has been abandoned. There are multiple rea-
sons for this. First of all there is a lack of tools
and methods for analysis, design, synthesis and fi-
nally verification of the performance of final systems.
This is in particular critical for commercial systems.
One of the intellectually challenging problems in this
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field is thus to devise theoretical frameworks that can
help in construction and verification of robot systems
with a specified performance and behavior. In ad-
dition traditional Al methods have been abandoned
due to frequent use of fundamental assumptions that
do not hold in real-world scenarios. These assump-
tion include: complete knowledge about the environ-
ment, predictable surroundings, perfect sensing, per-
fect actuation and finally unlimited resources. There
is nonetheless a place for expert system technology
in mobile robotics. To accommodate use of Al tech-
niques it is, however, necessary that the methods
which are developed adhere to two principles:

1. A strict separation between methodological and
domain information

2. Use of formal methods for derivation of the
methodological component

In many systems that have been developed in par-
ticular the first principle is not adhered to in any
strong sense. Many might claim that the system
they have developed do have a separation between
methodological and domain information, but upon
closer inspection of the final system, it is evident that
the inference engine or the rule base is explicitly tai-
lored for the application at hand. Thus, it is virtually
impossible to transfer the same ‘software’ for use on
another platform, and adaptation to a new domain
will often result in an ‘unexpected’ (and usually un-
desirable) behaviour.

In this paper it is described how careful design
of the robot architecture and the corresponding de-
liberative components enable construction of mobile
robots that can be used for in-door navigation in clut-
tered environments. The above mentioned two prin-
ciples are adhered to in the design of the example
system.

The paper is organised as follows. In section 2
the system architecture is described and it is out-
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lined how the low-level components, that facilitate
safe navigation, have been designed. In section 3
it is described how the basic components for delib-
erative task achievement have been designed to ac-
commodate use of formal methods. Section 4 then
outlines the associated planning component that is
needed for mission planning, mission monitoring and
error recovery. Finally sections 5 and 6 provide a few
experimental results and a discussion of the resulting
system.

2 Robot architecture

In dynamic and changing environments, the mobile
robot can usually not assume complete and consis-
tent environmental knowledge, which is necessary to
plan detailed courses of action ahead of time. Hav-
ing incomplete knowledge, the robot can only syn-
thesise a coarse plan ahead of time and it must then
fill in the gaps at the time of execution, when rel-
evant local information becomes available. In this
way the robot’s goals as well as the current state of
the world determines the criteria for making the de-
cision regarding what action(s) to do next. Apart
from long-term planning capabilities, the robot must
thus also have facilities that enable sensible reactions
to previously unanticipated events. This implies that
the robot must be equipped with a suite of sensors
that enable real-time modeling of the environment in
which it operates. This modeling is typically purpo-
sive, in the sense that there is no need for a full re-
construction of the environment, as most structures
in the environment can be treated as obstacles and
there is only a need for identification of a few selected
objects (target structures like a particular machine,
or the re-charging station)[9]. To accommodate both
achievement of user specified tasks and handling of
unexpected events it is convenient to organise the sys-
tem in a three layered architecture as shown in figure
1. This type of system architecture is denoted a ly-
brid architecture in the literature and is the common
way to reconcile Al planning with reactive modules.

The bottom layer (reactive behaviours) is respon-
sible for pre-attentive handling of unexpected events.
It includes basic behaviours for local obstacle avoid-
ance and detection of collisions. The behaviors con-
sist of reactive sensory-motoric processes, which op-
erate on raw data and thus enable real-time reac-
tions to run-time contingencies. These behaviours
can be activated and deactivated, but are otherwise
autonomous and may override commands for higher
level behaviours, since this layer is responsible for the
actual control of the robot.
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Figure 1: Overall three layer robot architecture

The middle layer ‘task behaviours’ includes a set of
processes that are responsible for achievement of sub-
tasks like ‘exploration’, ‘wall following’, ‘door traver-
sal’, ‘door localisation’, ‘target servoing’, etc. These
behaviours are invoked with specific parameters to
enable achievement of individual parts of a mission.
This layer bridges the gap between the top planning
layer and the bottom reactive layer.

Finally the top layer is responsible for planning of
missions. l.e., based on a user specified goal (the
mission statement), the planner transforms the spec-
ification mto a sequence of actions/tasks to be ac-
complished. The mission is here specified in terms of
a sequence of ‘task behaviours’ to be executed. From
the ‘task layer’ the planner receives ‘success’/’failure’
feedback that indicates the completion status for each
activated behaviour. If a behaviour has been success-
ful the next step in the sequence is activated. In the
event of failure a re-planning is initiated to determine
alternative actions that might lead to a successful
mission completion.

Some might argue that the best suited architecture
for a robot 1s in terms of the traditional ‘sense-plan-
act’ structure, where the responsibility of the compo-
nents are well defined. Unfortunately such a break-
down of the system often leads to inefficient systems
as all components must be able to operate in real-
time and it is not obvious how such systems will scale
to complex applications. By choosing an alternative
breakdown, where each behaviour has a direct map-
ping from perception to action it becomes possible to
separate the system into reactive/time critical pro-
cesses and any time processes (like planning). The
idea of a behavioural breakdown was initially pro-
posed by Brooks [1], but, while he maintains that all
actions/tasks can be formulated as behaviours that
are organised in a simple hierarchy we maintain that
there 1s a need for traditional planning and dynamic
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sequencing of behaviours to enable flexible operation
and efficient use of system resources.

Given the architecture in figure 1 the problem is
then how each behaviour can be described in a formal
framework to enable verification of a robot’s activi-
ties.

3 Behaviours

In our present system the following set of deliberative
behaviours is used:

GoTo Go to a pre-specified location (X,Y,6).
Where 8 is the orientation of the platform at the
position (X,Y).

Door localise Initiates a
vision process that searches for a doorway (to
be used for movement into another room).

Door traversal This process traverses a door way,
through integrated use of ultra-sonic sonars and
visual information. Initially the visual informa-
tion controls the movement of the robot to bring
it to a position that is right in front of the door-
way. Using sonars the platforms then moves
through the doorway. It should be noted that
the robot during the latter part of the ‘task’ re-
lies entirely on odometry as neither the sonar or
the visual system is able to operate at very short
range. In practice this does not pose a problem
as the robot during this part of the mission is
positions very close to the actual door opening.

‘Wall follow This behaviour makes the robot move
at a constant distance from a wall. The be-
haviour relies on ultra-sonic sonar feedback for
the control of the platform.

Hallway navigation For navigation in narrow cor-
ridors (where the floor has a homogeneous col-
oring) a visual behaviour is also available. This
behaviour extract the boundary of the hallway
and tries to position the robot in the middle of
the hallway, using simple projective geometry

Avoid If an obstacle is detected this behaviour uses
a local map to guide the robot around the ob-
stacle. The obstacle detection is based on ultra-
sonic sonars and/or simple visual processing [8]

To enable description of the interaction between
different behaviours each of them are modeled as a
finite state machine (FSM), as shown in figure 2 for
the ‘GoTo’ behaviour.
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Figure 2: Finite state model of the GoTo behaviour

In this formalism, states correspond to execution
of actions/behaviors and events correspond to obser-
vations that cause transitions between states.

Each FSM is described as a generator/language us-
ing the formalism:

G = (%,E,A,00,5m) (1)

where

¥ is the set of states

E is the set of events

A is the set of transistions, i.e. ¥ x E~ X
oo 1s the initial state

¥, is the set of marker or terminal states

By adopting the FSM model for each behaviour
it becomes possible to describe the combination of
behaviours as a discrete event system (DES), as ini-
tially suggested by Ramadge and Wonham [10]. This
framework was introduced into mobile robotics by
Kosecka and Bajcsy [5].

The combined model for a set of behaviours is ob-
tained from the Cartesian product between the el-
ementary models. Through analysis of controllabil-
ity it is then possible to design an additional FSM,
called the supervisor, that interacts with and mod-
ifies the open-loop behavior of the combined model
in order to assure correct behavior. The supervi-
sor achieves its objective by enabling and disabling
the events which are controllable so that only permis-
able event sequences are generated by the combined
model.

The analysis of combined behaviours can either be
carried out off-line (if the possible combinations are
known ahead of time) or the combination can be anal-
ysed on-line. Unfortunately the analysis of combined
behaviours 1s known to have NP complexity, so for
many tasks only the off-line strategy is feasible.

For the description of combination of behaviours
several possible methods can be used. We have here
chosen to use the process automata model (Robot
Schema) suggested by Lyons [7]. In this framework
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combinations of behaviours can be described as se-
quential (;), concurrent (:), conditional (|), disabling
(#), and recursive (:;). Through the use of the sim-
ple operators it becomes possible to describe complex
missions like:

Init; Avoid # (GoTo(2,4,0) ; DoorVerify |
DoorTraverse ; GoTo(10,20,0))

The robot is supposed to move to a position from
which it is able to locate a door, through which it
will be able to arrive at the goal position. During
the entire mission the ‘Avoid’ behaviour is active to
ensure automatic avoidance of encountered obstacles.

Through analysis of this behavioral complex it is
possible to specify the necessary control actions, it is
further possible to verify how the robot will behave
under different circumstances and finally the set of
possible error conditions can be enumerated so that
this information can be exploited in methods for error
recovery.

4 Planning and execution

To enable handling of user defined goals it is neces-
sary to include a planning system into the system.
The planning system exploits the following informa-
tion:

1. Formal models of available behaviours: The DES
model for each behaviour, the preconditions re-
quired before a behaviour can be initiated, a
set of behaviour conditions that remain constant
during the execution of a behaviour (e.g it use of
resources like sensors), and finally a set of post-
conditions that specify the state when the be-
haviour finishes.

An a priori map of the environment. The map
can either be a geometric model to be used
for reasoning or it can be a simple connectiv-
1ty model, that simple specifies the topology of
the environment.

In our system the basic behaviours enable us to
break tasks up into the two categories ‘in-room nav-
igation’ and ‘between room navigation’. Given such
a breakdown of tasks it is convenient to exploit a
map that encodes the topology of the environment.
Consider the layout shown in figure 3.a and the cor-
responding topology map in 3.b. To plan a mission
from one position to another it is necessary to per-
form a search in the topology map. Based on the
results of the search, multiple routes might be pos-
sible. The shortest path is then used as the initial

84

ctromic Systems, 21-23 May 1997, Adelaide, Australia. Editor, L.C. Jain

plan. The shortest path can then be broken up into
parts related to individual rooms. Which implicitly
also specifies the set of doorways to be passed during
the mission.

The planner consists thus of a rule based system
that is able to perform weighted search in general
graph structures. The topology map outlined above
is then used for the overall planning. The graph is at-
tributed in the sense that each room has an associated
description in terms of behaviours for navigation and
for each arc the type of passage from one room to the
next is specified to enable use of different door traver-
sal behaviours based on the type of the doorway. Le.
for narrow doorways an accurate pre-positioning is
necessary, and a more ‘sloppy’ approach can be used
for wide passages.

The resulting sequence of rooms and doorways
specifies thus an overall plan for in-door navigation,
while the associated attributes specify the behaviours
to be invoked in order to execute the task.

If an unexpected situation arises, such as the door
is closed (we cannot open doors with the present plat-
form as it is not equipped with any manipulation fa-
cilities), the graph is modified in the run-time version
to reflect that a particular passage is unavailable. A
re-planning from the present position to the goal is
then initiated and subsequently executed.

5 Implementation and experi-
ments

The approach outlined above has been implemented
on the mobile platform shown in figure 4. The plat-
form is a Robuter 20 robot equipped with 24 ultra-
sonic sonars, a binocular camera head for image anal-
ysis, and a laser systems for use of structured light
for obstacle detection and door localisation.

Each of the behaviours outlined above has been
implemented as dedicated processes that run un-
der Unix. All of them are interfaced to the knowl-
edge based planner, through socket based commu-
nication using the VIPWOB (Vision Programmers
Work Bench) system [4]. The planning system is
implemented using the CLIPS system (C-Language
Interfaces Production System) from NASA [3]. This
system has a syntax similar to OPS-5 but as it is
implemented in C it is easy to provide interface func-
tions to each of the behaviours.

The rulebase for the CLIPS system contains a
generic graph traversal algorithm, an algorithm for
analysis of FSM’s to generate a supervisory con-
troller, and a small set of rules for communication
with behaviours. The topology map of the environ-
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Figure 3: An example layout of the environment and the corresponding topology map.

Figure 4: The ARVID mobile platform

ment and a description of the ‘functionality’ of each
behaviour is then encoded as declarative knowledge.
This implies that it is easy to change the system for
application in a different setting and it is also easy to
modify the system to exploit new behaviours.

The developed system has been tested extensively
in a laboratory setting at the Laboratory of Image
Analysis, Aalborg University. A sample results from
a run through the lab is shown in figure 3

The robot is here commanded to go from the room
D1-105 to the hallway. In order to achieve this the
robot must go into the adjacent part of the room
and then into the hallway. The ‘sharp turns’ in the
path correspond to places where a different set of
tasks/behaviours are invoked. From the illustration
above it is obvious that the system is successful in
carrying out the mission. The shaded areas corre-
spond to regions with obstacles like tables, chair and
computers, which were not in the model provided to
the robot. It is thus able to navigate in fairly clut-
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Figure 5: Results from a trial run in a laboratory
setting

tered environments.

6 Summary

In this paper we set out to demonstrate that expert
systems are useful for mobile robot navigation. To
enable flexible use of such a technique it is however
necessary that the expert system is constructed in
such a fashion that it can be subjected to formal ver-
ification. To enable this the implemented planner is
based on graph search and the execution and mon-
itoring of behaviours is modeled by the use of the
Discrete Event Thecry. Both components can thus
be analysed and verified independently. Further the
implementation has been organised in such a fashion
that the procedural component only implements ba-
sic algorithms while the robot/domain specific knowl-
edge is captured as declarative knowledge.

Using such a strategy it is possible to exploit the
inherent flexibility of expert systems while retaining
the flexibility necessary for implementation for real
systems. In the selection of techniques to use we fur-
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ther decided to exploit a product that has a good
run-time performance and a well documented API, as
it otherwise is too expensive (in terms of man-power
and computer resources) to exploit these techniques.

One problem that we have encountered is that the
rule based paradigm only in a limited fashion en-
ables us to exploit methods for reasoning under un-
certainty, an issue that is recurrent in the process-
ing and reasoning about sensory information. Paral-
lel activities have thus explored other paradigms for
implementation of our reasoning engine using voting
methods [2] and Bayesian Reasoning [6].

In general it is our experience that Al techniques
have a tremendous potential for robotics applications,
given that a solid theoretical underpinning can be
provided.
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