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Abstract— One major design goal in human-robot interaction
is that the robots behave in an intelligent manner, preferably
in a similar way as humans. This constraint must also be taken
into consideration when the navigation system for the platform is
developed. However, research in human-robot interaction is often
restricted to other components of the system including gestures,
manipulation, and speech. On the other hand, research for mobile
robot navigation focuses primarily on the task of reaching a
certain goal point in an environment. We believe that these two
problems can not be treated separately for a personal robot that
coexists with humans in the same surrounding. Persons move
constantly while they are interacting with each other. Hence,
also a robot should do that, which poses constraints on the
navigation system. This type of navigation is the focus of this
paper. Methods have been developed for a robot to join a group
of people engaged in a conversation. Preliminary results show
that the platform’s moving patterns are very similar to the ones
of the persons. Moreover, this dynamic interaction has been
judged naturally by the test subjects, which greatly increases
the perceived intelligence of the robot.

I. INTRODUCTION

Navigation is a necessary capability for mobile robots to
move around in their surroundings. This issue is a widely stud-
ied research topic. A large number of strategies and systems
have been developed for all kinds of environments. Most of
these studies focus on reaching a certain goal point in a given
environment while avoiding collisions on the way. A typical
example is a robot for indoor environments fulfilling fetch-
and-carry type missions without human interaction during
execution of the navigational task [1], [2]. However, in the
research field of personal robotics [3] human-robot interaction
is a major issue to be considered. The goal is to develop
socially interactive robots [4] that “live” in people’s homes and
coexists with humans in their daily life. Also for these types
of tasks, the movement of the platform is a basic problem that
must be tackled. The constraints on the navigation system,
however, are in some ways very different than for fetch-and-
carry type missions.

A robot that has to reach a certain goal point in its
environment uses, most often, some kind of map. This world
model enables the system to create a plan and keep track of
its execution. Hence, the state of the robot is mainly related
to locations in its surrounding. In human-robot interaction,

however, this state is more complex and a richer world model
than a map of the environment is needed. The actions of the
robot are dependent on the presence of humans and on their
willingness to interact. Furthermore, the type and degree of
interaction determines the subsequent behaviour. Also out-
comes of a previous encounter can influence this interplay.
For example, when a robot greets somebody, the response of
this person determines the subsequent actions: shaking hands,
engaging in a conversation, following the person to another
room, and so forth. If this particular person is met again
later, the interaction might be based on the first meeting. For
example, the same questions should not be asked again.

Another new issue for navigation that arises in interaction
tasks concerns the actual control of the platform. A major
constraint is that the robot’s behaviour must look “natural”.
The movements have to be smooth and “human-like”, since a
personal robot is supposed to live, communicate and interact
with people sharing the same environment. The quality of its
movements influences strongly the perceived intelligence of
the robotic system. As opposed to a delivery robot, which
has to reach a certain destination with few constraints on
the motion pattern. There, the only requirements are that the
platform gets to the goal safely and in reasonable time.

These two problems, the world model for navigation and
the control of the platform, have been tackled by extending
an existing navigation system for indoor environments [1],
[2]. This system is designed using a behaviour based approach
[5]. The individual behaviours solve navigational subtasks, for
example avoiding obstacles, following corridors, and passing
doorways. The activation of these subtasks is governed by the
robot’s state, in other words its position in the environment.
The world model reflecting these locations is a topological
map. In the work presented in this paper, the topological
map has been extended to a state diagram. This diagram
incorporates both locations in the environment and events of
an interaction task. Moreover, new behaviours were defined in
order to execute a test scenario. This mission consists of: 1)
entering a room, 2) approaching a group of people engaged in
a discussion, 3) being part of this group by executing similar
moving patterns as the persons, and 4) leaving the discussion
and continuing navigation through the environment. Results



show that the robot’s behaviour is judged naturally and closely
resembles the one of humans. This test scenario is a simplified
task in order to verify the developed methods. Nevertheless,
it is an initial step to studying navigation for human-robot
interaction in particular, which we believe is necessary for
developing intelligent personal robots.

In section II, the robotic platform and the interaction sce-
nario tested in these studies are presented. The design and
implementation of the actual system is described in section III
and experimental results are presented in section IV. Finally,
a summary and a discussion of avenues of future research are
provided in section V.

II. THE EXPERIMENTAL SETUP

An experimental setup was defined in order to demonstrate
navigation for a human-robot interaction task. First, in section
II-A, the robotic platform Robovie is described. An actual
scenario, relevant for a robot sharing an environment with
humans, is described in section II-B. In such a scenario,
task constraints are usually given by psychological studies
on human behaviour. These considerations are presented in
section II-C.

A. The Platform

The platform used in these studies is a humanoid system
on wheels called Robovie (Fig. 1). The robot has a height of
120 cm and its weight is about 40 kg. The system is built
on a Pioneer platform of 45 cm diameter with a two wheel
differential drive. The robot has two arms with 4 degrees
of freedom each. The head can be rotated around all three
axis. Mounted on the head are two cameras that have also
2 degrees of freedom. There are various sensors mounted on
the platform. The base has 16 ultrasonic sensors and encoders
on the wheel for odometric information. Another 8 sonars are
mounted on the upper body. Furthermore, the robot is equipped
with 3 IR motion sensors on its shoulders, the two cameras on
the head, and an omnidirectional camera on a sort of antenna.
A number of touch sensors are distributed all over the body.
In addition, two microphones and a loudspeaker provide a
speech interface. The whole system is controlled by an on-
board computer with a Pentium III processor running Linux.

Robovie was used in various studies on human-robot inter-
action [3], [6]. The system has modules for detecting moving
objects and tracking faces. It is able to perform a number of
gestures like greeting, waving, pointing, or hugging. Through
moving its head it can give a realistic impression of attention.
The speech interface allows some basic communication.

B. The Scenario

A robot sharing its environment with humans as an equal
being must be able to engage in conversations. In order to do
so, the system needs several abilities, which can be tested with
the following scenario:

1) The robot enters a room and looks around for people.
2) If any humans are present, the platform approaches

them.

Fig. 1. The robotic system Robovie.

3) The robot stands next to the person(s) and initiates or
joins a discussion.

4) When the discussion is over or the robot is asked to do
something else, it leaves the person(s) towards the exit
of the room.

5) The system resumes some old plan, responds to some
new request, or wanders around in its environment.

Note that the emphasis of these studies is navigation. In
the actual experiments (see section IV) the robot is in fact
not really communicating. Keeping up a conversation over a
reasonable time is very hard and a research field in itself.
In other words, the platform is joining the group of people
as a passive listener. This scenario is a minimal approach to
demonstrate navigation in human-robot interaction including
the following important issues:

• Detecting the presence of people.
• Moving in an appropriate fashion in relation to humans.
• Sequencing of different subtasks.
• Keeping track of position and plan execution.

C. Psychological Considerations

The design of autonomous systems for human-robot inter-
action is highly influenced by psychological studies. There
exists a great amount of results from this area describing the
way how humans interact with each other. It is the aim for
a personal robot to follow the same principles when acting
in a human environment. This enables the acceptance of a
robotic platform as an equal being on the one hand. On
the other hand, it increases the perceived intelligence of the
system [7]. Furthermore, psychological methods in the form of
questioning human subjects about their impression of a robot,



are a valuable method to evaluate and measure the quality of
an interacting system [8].

This chapter deals with the navigation aspects of an inter-
action task. Hence, studies about people’s overall movements
and their position relative to each other are taken into account.
Humans try to keep a certain distance to others, which changes
with the type of relationship they have among them [9]. In
addition, multiple humans keep a formation during conversa-
tion. Results of extensive studies on this topic are presented
in [10]. The main points being that certain formations among
people are maintained, while they are interacting. Although
individual people often are moving due to different reasons,
the other persons are compensating for this by also moving
in order to maintain the formation. In a group conversation,
this formation usually has the form of a ring, where all
persons keep equal distance to their neighbours. Of course,
there are many variations and exceptions of these general rules
depending on the relation among the persons and the state of
the conversation. However, the main principle described above
is rather dominant and will define the constraints for the design
of the control system.

III. IMPLEMENTATION

The implementation of the scenario described above is
described in this section. An existing navigation system for de-
livery missions in domestic environments [1], [2] was extended
to incorporate interaction tasks. This system is based on the
behaviour based design methodology. Furthermore, it makes
use of a world model in the form of a topological map of the
environment. This map and its extension to a state diagram are
introduced in section III-A. Then the control of the platform
is presented in section III-B.

A. Topological Map and State Diagram

The topological map allows the robot to make decisions
about which navigational subtasks to initiate. The main struc-
ture contains qualitative information about the large-scale
connectivity of the environment, which is modelled as a
collection of rooms, corridors, and doorways. This information
is reflected in a graph structure containing nodes and edges
that connect these nodes. The nodes stand for important places
in the environment and locations where a change in the
navigational strategy occurs. Hence, there has to be one in
front of each door, at each corridor crossing and at other
places of interest (for example, goal locations and charging
station). Each node has a location in a fixed coordinate system.
The edges that connect these nodes can be of three different
types: “room”, “corridor”, or “door”. Fig. 2 shows the map
of the laboratories at ATR. Due to the limited amount and
simplicity of information in this map, it is a matter of minutes
to construct a new one for a previously unknown domestic
environment. Nevertheless, it has been shown that this world
model is enough to allow navigation between two arbitrary
points in a cluttered large-scale setting [1], [2].

A state diagram is defined preserving the graph structure
of the topological map. Fig. 3 shows this diagram for the

Fig. 2. The topological map of the laboratories at ATR. The circles depict
nodes, which have an exact location in a coordinate system. Edges are of
three different types: corridor (thick line), room (dashed line), and door (thin
line). Additional nodes for goal points and starting positions can be added
arbitrarily.

scenario described in section II-B. Now, nodes reflect both
locations in the environment and events in the interaction task.
Since events can not occur in any arbitrary order, the edges
have to be directed (as opposed to the topological map). These
edges are still of a certain type associated with a subtask. In
addition to “room”, “corridor”, and “door”, they can be of
types “approach” and “join” as well. These types determine
the activation of behaviours introduced later in this section.
The edge of type “approach” corresponds to the activation
of a behaviour APPROACH HUMAN. The edge of type “join”
corresponds to the subtask of joining the group of people and
maintaining the formation relative to them. In other words, a
behaviour KEEP DISTANCE is active.

2

3
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1

Fig. 3. The state diagram representing a corridor on the left with two
doors into a large room, where the interaction scenario described in section
II-B takes place. White nodes depict locations and black nodes correspond
to events. Edges can be of five different types: corridor (thick line), door
(this line), room (dashed-dotted line), approach (dashed line), or join (dotted
line). In the experiment described in section IV, the system follows the edges
according to the numbers: 1) entering the room, 2) approaching the group of
people, 3) maintaining a formation with the persons, 4) getting back to the
door, and 5) leaving the room again.

Note that, in this diagram, nodes correspond to events
and edges to tasks in order to preserve the topological map
structure. This is an obvious difference to finite state acceptor



diagrams [11] and discrete event systems [12], where the role
of edges and nodes is reversed. Furthermore, the diagram as
depicted in Fig. 3 is not a perfect solution yet. In a larger
environment, the scenario of joining a group conversation
could happen at many different places. Which means that the
nodes and edges reflecting this interaction would have to be
added to the map many times. A solution to this redundancy
could be to define a third dimension for event nodes. Then,
all location nodes could, in theory, have a connection to the
same node in this additional dimension.

B. Control

The control scheme is designed in the framework of be-
haviour based robotics using the dynamical systems approach
introduced in [13], [14]. To provide the functionality of
joining a group of people and engaging in a conversation
two additional behaviours were defined: APPROACH HUMAN

and KEEP DISTANCE. These behaviours are integrated into the
existing control system presented in [1], [2]. At any time, these
behaviours define the desired heading direction and velocity
of the robot. Here, only the basic concepts are explained.
For a detailed discussion including stability analysis of the
controllers we refer to [15]. The implementation is described
below following the individual steps as depicted in Fig. 3

1) Entering the room: The robot performs the navigational
task of reaching a goal point in a room just behind the door.
This is performed by a behaviour DOOR PASSING as described
in [1], [2].

2) Approaching the group of people: After the robot has
entered the room, a person tracking module is initiated. This
module looks for a person using a combination of data from
different sensors: the omnidirectional camera, one of the
cameras on the robot’s head, the sonar sensors and infrared
sensors mounted on the shoulders of the robot. The output of
this module specifies the direction ψhuman of the human. With
help of the sonar sensors the distance dhuman to this person
can be determined.

The behaviour APPROACH HUMAN aligns the robot’s head-
ing direction with the direction ψhuman of the detected person.
The desired speed is dependent on the distance dhuman to the
people that have to be approached. In the same way as when a
human is approaching a group of people, the platform should
slow down when getting closer. Furthermore, the speed ought
to be bounded by some maximum value vmax in order not
to scare anybody. Hence, the commanded speed is defined as
follows

v = min(khumandhuman, vmax) (1)

where khuman > 0 is a constant.
3) Maintaining a formation with the persons: After the

robot has reached the group of people, individual persons must
be detected in order to be able to keep a certain formation.
This is done using sonar data for a rather simple geometric
representation of people. The 30 most recent sonar readings
are considered. Persons are reconstructed from these detected
echos in ascending order of their distance to the robot. The

echo closest to the robot defines the first person whose
orientation in the robot frame is given by the axis of the
sensor that received the echo. A new person is recorded for
every subsequent echo whose orientation differs by an angle
of at least 45◦ from any previously identified person. New
persons are added in an incremental fashion until the sonar
buffer contains no further echos. This defines a direction ψj

and a distance dj for each person j.
In the case of one person j present the behaviour KEEP

DISTANCE turns the robot towards it (ψj). Furthermore, it has
to make the platform back off when the person gets closer
than the desired predefined interaction distance Dinter. If the
distance, however, becomes greater the robot should approach.
In order to avoid abrupt changes in movement, these speeds
are also regulated by the distance dj to that person. Thus the
desired speed can be expressed in the following form.

vj = kdist(dj − Dinter) (2)

with a constant kdist > 0 and an interaction distance defined
by Dinter .

In the case of several persons present the robot should
face the middle of the group (see section II-C). This can be
achieved by defining the robot’s heading direction ψ through
averaging the directions ψj of each individual person.

ψ =
1
N

∑

j

ψj e−c(dj−Dinter) (3)

N is the amount of people detected and c > 0 defines a decay
constant. The distance dependent decay term has the purpose
of “repairing” a formation. If one person in the group steps
closer to the robot (dj < Dinter), its contribution becomes
stronger than the others. This ensures that the platform is
turning towards this person, while backing off. Subsequently,
when the distance increases again, it is aligning itself with
the center of the formation. The desired speed of the robot is
defined in the same fashion. The resulting speed is a weighted
average of the values vj defined in (2) for each detected
person.

v =
1
N

∑

j

vj e−c(dj−Dinter) (4)

Also here, the distance dependent term weighs the contribu-
tions from closeby people stronger than the ones from people
further away. This always ensures that the platform is avoiding
persons that are standing too close. For more details and
illustration on the behaviour emerging from these definitions
see the results in section IV.

4) Getting back to the door: In the present implementation,
the end of the interaction is triggered by a timer. In other
words after a certain amount of time the robot leaves the
group of people again. However, with a real communication
robot the actual end of a discussion could be detected, which
leads to more natural behaviour. Subsequently, the navigation
behaviours for delivery missions [1], [2] take control of
the platform. Hence, the robot is driving back to the door
and executing some arbitrary mission with the help of the
topological map.



IV. RESULTS

The scenario described in section II-B was tested. The robot
entered a room, detected a group of three humans engaged
in a conversation, and joined this group. While talking to
each other, the persons were moving slightly. Further, one
of these persons was leaving the group at some point. Later,
this person was coming back and joining the group again.
During all these movements of the people, the robot had to
adjust its own position to remain in a formation as described in
section II-C. Moreover, the robot turned its head towards the
person closest to it in order to give an impression of listening
to the conversation. Finally, the robot was leaving the group
and heading for the door where it entered the room in the
first place. Robovie was not engaged in the conversation and
acted as a passive listener. Therefore, leaving the group is not
triggered by the end of the conversation. The robot simply
returns to its old task after 2 minutes of listening. The path
through the state diagram for this task can be seen in Fig. 3.

The three subjects used for the experiment have never seen
the robot before. This was an important condition, because
they must not know about the platform’s moving patterns
and automatically adjust to it. The main constraints on the
navigation are that the robot moves naturally in a similar
way as humans do. The subjects where questioned about their
impressions after the experiment. They judged the moving
patterns of the robot as natural and had the impression that
Robovie was listening to their conversation.

A video was taken of the experiment. However, these kind
of results are very difficult to present on paper. An attempt to
give an impression of the experiment is done by displaying
trajectories. The room where the interaction took place is
equipped with a system for tracking optical beacons with a
large number of cameras. Such beacons were placed on the
subjects and the robot in order to track their position during
the experiment. The movements of the robot and the subjects
during a conversation with a constant amount of people are
really small and hard to draw and interpret. However, during
major events, for example when a person is leaving, the robot
has to move greater distances to remain in formation with the
humans. The trajectories during some of these major events
are displayed and discussed below.

Figs. 4 to 7 show the trajectories of the robot (dashed
line) and the subjects (solid lines) for four short sequences
during the interaction task. The units are measured in meters.
The circles indicate the approximate size of the robot and
the persons. The dashed circles indicate the position at the
beginning of the sequence. The solid ones show the final
positions when the pictures below the plots were taken.

Fig. 4 shows the trajectories just after the robot has entered
the door and is approaching the group of people. Before
the robot got there the persons were arranged in a regular
triangle (dashed circles). As soon as the robot came close, they
rearranged their positions to open up space for the platform.
Robovie positioned itself such that the four have about equal
distances to each other.
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Fig. 4. The robot approaches the group of people.
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Fig. 5. The person on the right hand side is leaving the formation.
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Fig. 6. The third person is returning and approaching the group.

In Fig. 5 maintaining formation after a person was leaving
can be observed. At the beginning of the sequence the four
stood at about equal distances to each other (dashed circles).
Then, the person on the right hand side was leaving. The other
two and Robovie were moving in such a way that the new
formation constitutes a rather regular triangle (solid lines).

In Fig. 6, it can be observed how the subjects were moving
when the third person joined the group again. At first, the two
persons and the robot were at similar positions as at the end of
the sequence of Fig. 6. Then the third person was approaching
from the top left. Robovie and the person on the right are
opening up space, such that the four of them constitute a
similar formation as in the beginning of the sequence of Fig. 6.

Fig. 7 displays the end of the interaction task. The dashed
circles show the individuals in regular formation. Then after 2
minutes of interaction, the end of the task was triggered and
the robot left the group in the direction from where it came
from.

V. DISCUSSION

A basic scenario for testing navigation in human-robot
interaction tasks has been defined. Two behaviours have been
designed, which facilitate the system to approach a group of
people and to maintain a certain formation while interacting.
Experiments showed that the robot is able to reposition itself
when these formations change due to different events. Further-
more, the way the robot moves and finds its position in the

−1 0 1

0

1

Fig. 7. The robot leaves the group of people.

group has been judged naturally by the test subjects.
Human-robot interaction poses different constraints on nav-

igation than delivery missions, which are the context of most
navigation studies. However, in this paper the following could
be shown: 1) The dynamical systems approach is also suited
for behaviour design in these types of tasks. 2) The world
model (topological map) could easily be extended in order to
contain information relevant for interaction. In essence, this
shows that the methodologies used in earlier work [1], [2]
are not restricted to fetch-and-carry type mission. They can
easily be extended to form the basis of more general navigation
systems.

There are a number of other robotic systems that move
around in spaces shared with humans and that engage in some
form of interaction (see [4] for a survey). One type of systems
that attract a great deal of attraction and operate in crowded
spaces are museum tour guides. Rhino in the “Deutsche Mu-
seum Bonn” [16], its successor Minerva in the “Smithsonian’s
National Museum of American History” in Washington [17],
and Robox at the “Swiss National Exhibition Expo02” [18]
are the most popular examples. All these systems possess the
ability to interact with humans. However, this interaction is
based on speech, gestures, and other visual cues. Navigation
is not considered in the context of an interactive purpose. In
Robox, people are treated as dynamic obstacles only, which
are fed to an obstacle avoidance module [19]. In Rhino and
Minerva, humans are detected by cameras in order to initiate



interaction tasks [20]. These tasks are restricted to the upper
body of the robot and do not influence the navigation system.

Only recently, some research has been devoted to the role
of navigation for socially interactive robots. Simply turning
towards persons of interest allows the robot to express some
personality [21], [22]. Furthermore, some first considerations
of human-robot formations for cooperative manipulation are
done in [23]. Moreover, the personal spaces of humans similar
to the psychological arguments in section II-C are disussed
in [24]. There, these constraints are considered when imple-
menting a robotic system for standing in a line to get a coffee.
The work presented in this paper is another initial example of
incorporating navigation into the interaction loop. We believe
that this is necessary and will be seen in personal robotic
systems in the future.

Both the results and the design presented in this paper
are clearly some simplified initial studies. The amount and
variation of experiments has to be increased, and more de-
tails on the evaluation by the human subjects are needed.
Furthermore, human formations are, in general, more com-
plex than discussed here. For example, the distance to other
people is dependent on the personal relations among them
[9]. Also the type of interactive means used (gestures or
speech) influence the formations among the participants. This
information could be incorporated into a system by using
modules for recognising individual humans and interpreting
their gestures [25]. This system would also facilitate to notice
differences between humans and objects like chairs. This again
will lead to more advanced formation control than in the
present implementation.
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