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Abstract

Traditionally, fusion of visual information for tracking has
been based on explicit models for uncertainty and integration.
Most of the approaches use some form of Bayesian statistics
where strong models are employed. We argue that for cases
where a large number of visual features are available, weak
models for integration may be employed. We analyze inte-
gration by voting where two methods are proposed and evalu-
ated: i) response and ii) action fusion. The methods differ in
the choice of Voting space: the former integrates visual infor-

~ mation in image space and latter in velocity space. We also
evaluate four weighting techniques for integration.

"1 Introduction and Motiv_a@idn

A robust visual tracking with respect to variations in natu-
ral environments is one of a key research issues nowadays.
We argue that robust tracking may be achieved in an inte-
grated framework by employing a consensus of several visual
cues. This idea has been investigated before where a Bayesian
framework was used for integration [2], [3]. In [4], Incre-
mental Focus of Attention architecture performs tracking in a
multi-layered framework. One modality/cue is used at any
given moment, processing occurs in a single layer and when
the a-priori given constraints are met, the layer is changed.
Contrary to this serial or, according to [6], strong coupling ap-
proach, we propose a parallel or a weak coupling framework
where all cues are used at each time step. Their importance or
the effect on the overall result are determined by the assigned
weights. Voting is here adopted as the underlying integration
strategy [5]. Compared to the Bayesian approaches, voting
requires no detailed models of the form p(cuelob ject) which
may be difficult or even impossible to determine. A very sim-
ple or no model is used to represent this relationship giving
it the advantage to operate “model-free” with respect to in-
dividual cues. In the simplest case, each estimator may be a
classifier that votes for a particular attribute or against it where
the level of belief (Dempster-Shafer) or degree of uncertainty
(Bayesian) is completely abstracted to give a binary output.

2 Background and Theory

Our tracking algorithm employs the four step detect—match—
update—predict loop, Fig. 1(a). The objective here is to track a
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part of an image (a region) between frames. The image posi-
tion of its center is denoted with p = [x y]7. Hence, the state is
x =[xy iy )T where a piecewise constant white acceleration
model is used [10]:

Xp+1 = Fx+Gvg, zx =Hxp +wi
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For prediction and estimation, the o — [ filter is used, [10]:
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2.1 Veting

Voting methods in general, deal with n input data objects, c;,
having associated votes/weights w; (n input data—vote pairs
(ci,w;)) and producing the output data—vote pair (y,v) where.
y may be one of the ¢;’s or some mixed item. Hence, voting
combines information from a number of sources and produces
outputs which reflect the consensus of the information. The
reliability of the results depends on the information carried by
the inputs and, as we will see, their number. A cue is for-
malized as a mapping from an action space, A, to the interval
[0,1],c : A — [0,1]. This mapping assigns a vote or a pref-
erence to each action a € A, which, in the context of tracking,
may be considered as the position of the target. These votes
are used by a voter or a fusion center, 5(A). Based on the ideas
proposed in [7], [8], we define the following voting scheme:

Definition 2. 1 - Weighted Plurality Approval Voting For a
group of homogeneous cues, C = {c1,...,cs}, where n is the
number of cues and O, is the output of a cue i, a weighted
plurality approval scheme is defined as:

n
8(a) =3, wi Oc(a) 3
~
where the most appropriate action is selected according to:
a = argmax{d(a)|a € A} )]

2.2 Visual Cues
The cues considered in the integration process are:
Correlation - With the standard sum of squared differences
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Figure 1: A schematic overview of the a) proposed tracking system, b) response fusion and c) action fusion.

(SSD), the position of the target is found at the lowest dissim-
ilarity score:

SSD(u,v) =Y. ¥ [I(u+m,v+n)— T(m,n)]? )

where I(u,v) and T (u,v) represent the grey level values of the
image and the template, respectively.

Color - Color is represented by r and g component in the
Chromatic Color space [1].

Motion - Motion detection is based on computation of the
temporal derivative using image differencing:

M[(uav)ak] = ﬂ[ll[(uav)’k] —I[(u7v)’k— l] I _r] ©)
where T is a fixed threshold and %/ is defined as:
_J o x<0
Hx) = { x x>0 ™

Intensity Variation - In each frame, the following is esti-
mated for all m x m (details about m are given in Section 3.2)
regions inside the tracked window:

&= & S Sl I

where I(u,v) is the mean intensity value estimated for the win-
dow. For example, for a mainly uniform region, low variation
is expected during tracking. The level of texture is evaluated
as proposed in [11].

®

2.3 Weighting

In (Eq. 3), the output from each cue is weighted. Four differ-
ent weighting methods are evaluated:

1. Uniform weights - Outputs of all cues are weighted
equally: w; = 1/n, where n is the number of cues.

2. Texture based weighting - Weights are estimated experi-
mentally and depend on the spatial content of the region. For
a highly textured region, we use: color (0.25), image differ-
encing (0.3), correlation (0.25), intensity variation (0.2). For
uniform regions: color (0.45), image differencing (0.2), corre-
lation (0.15), intensity variation (0.2).

3. One-step distance weighting - Weighting factor, w;, of a
cue, ¢;, at time step k& depends on the distance from the pre-
dicted image position, Zy_;. Initially, the distance is esti-
mated as d; = ||z§ — 2y || and errors are estimated as ¢; =

d;/ ¥, d;. Weights are than inversely proportional to the er-
ror with 371, w; = 1.

4. History-based distance weighting - Weighting factor of a
cue depends on its overall performance during the tracking se-
quence. The performance is evaluated by observing how many
times the cue was in an agreement with the rest of the cues.
The strategy is: )

1. For each cue, c;, examine if ||z, — 22|| < dr where
i,j=1,...,nandi# j. If this is true, a;;=1, otherwise a;;=0.
Here, a;;=1 means there is an agreement between the outputs
of cues i and j at that voting cycle and dr represents a distance
threshold which is set in advance.

2. Build (n — 1) value set for each cue:
{aijlj=1,...,nandi # j }. Find sums; = 3%_; aj.
3. 'The accumulated values during N tracking cycles, S;
2£’=] sf-‘, indicate how many times a cue, ¢;, was in the agree-
ment with other cues. Weights are then simply proportional to
this value: w; = Eﬁ—s—' with ¥, w;=1.

Ci .

3 Implementation

‘We propose two approaches where voting is used for: i) re-
sponse fusion, and ii) action fusion. The first approach makes
the use of “raw” responses from the employed visual cues in
the image which also represents the action space, A. Here, the

- response is represented either by a binary function (yes/no) an-
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swer, or in the interval [0,1] (these values are scaled between
[0,255] to allow visual monitoring). The second approach uses
a different action space represented by a direction and a speed,
see Fig. 2. Compared to the first approach, where the position
of the tracked region is estimated, this approach can be viewed
as estimating its velocity. Again, each cue votes for different
actions from the action space, A, which is now the velocity
space.

3.1 Initialization

According to Fig. 1(a), a tracking sequence should be initiated
by detecting the target object. In [4] it is proposed that selec-
tors should be employed which are defined as heuristics that
selects regions possibly occupied by the target. Based on this
ideas, color and image differences are used to detect the tar-
get in the first image. These two cues are also used in cases
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Figure 2: Action fusion approach: the desired direction is (down
and left) with a (slow) speed.

where the target has either i) left the field of view, or ii) it was
occluded for a few frames.

3.2 Response Fusion Approach

After the target is located, a template is initialized which is
used by the correlation cue. In each frame, a color image of the
scene is acquired. Inside the window of attention the response
of each cue, denoted O;, is evaluated, see Fig. 1(b). Here, x
represents a position:

Color - During tracking, all pixels whose color falls in the
pre—trained color cluster are given value between [0, 255]:

0 S Omlor(xa k) S 255 with (9)
X € [iklk-—l —0.5%y, Zgjp—1 +0.5%y]

where x,, is the size of the window of attention.
Motion- Using (Eq. 6) and (Eq. 7) with I" = 10, image is seg-
mented into regions of motion and inactivity:

0 < Onotion(%,k) <255 —T with

10
X € [iklk—l - O.SXW, ik‘k—l +0.5Xw] ( )
Correlation - Here, the output is given by:
o 2
Ossp(x,k) =255¢72%) with o=5 an

X € [zssp — 0.5%y, Zssp + 0.5x,,],% € [—0.5%y, 0.5x,]’

with Gaussian centered at the peak of the SSD surface.
Intensity variation - Here, (Eq. 8) is used. If a low variation
is expected, all pixels inside a m x m region are given values
(255-0). If a large variation is expected, pixels are assigned ¢
value directly. m depends on the size of the window of atten-
tion with m = 0.2x,,:

0 < Oyar(x,k) <255 with

~ 12
X E [2k|k—l —0.5xy, iklk-] +0.5Xw] (12)
Fusion:
The responses are integrated using (Eq. 3):
8(x,k) =, wi0;(x,k) (13)

1
However, (Eq. 4) can not be directly used since there might
be several pixels with same number of votes. Therefore, this
equation is slightly modified to accommodate for this:

if 8(x,k) is argmax{8(x,k)|x

"€ [iklk-—l - O.SXw,ik‘k_l + 05xw]}
: otherwise

8 (x,k) = 14

Finally, the new measurement Z; is igwen by the mean value
(first moment) of & (x,k), ie., zx = (x,k).
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3.3 Action Fusion Approach
Here, the action space is defined by a direction d and speed s,
see Fig. 2. Both the direction and the speed are represented
by histograms of discrete values where the direction is repre-
sented by eight values, see Fig. 1(c):
Lo [{LL[T].Lu o] uA],
RU[L]LR[$],RD[}],D 1]
with L-left, R-right, D-down, U-up

15)

Speed is represented by 20 values with 0.5 pixel interval which
means that the maximum allowed displacement between suc-
cessive frames is 10 pixels (this is easily made adaptive based
on the estimated velocity). There are two reasons for choosing
just eight values for the direction: i) if the update rate is high
or the inter—frame motion is slow, this approach will still give
a reasonable accuracy and hence, a smooth performance, and
ii) by keeping the voting space rather small there is a higher
chance that the cues will vote for the same action. Accord-
ingly, each cue will vote for a desired direction and a desired
speed. As presented in Fig. 2 a neighborhood voting scheme
is used to ensure that slight differences between different cues
do not result in an unstable classification. (Eq. 2) is modified
so that:
[ B

In each frame, the following is estimated for each cue:
Color - The response of the color cue is first estimated accord-
ing to (Eq. 9) and followed by:

Zx Ocolor (X, k)X(k)
Zxx(k)
with x € [f)klk_] - O.SXW, ﬁklk—l +0-5Xw]

AT 0 BO
0 oAT 0B

001

H= 0001

) and W= | (16)

A

Acotor(k) = = Prjg—1

an

where aco10r(k) represents the desired action and Py is the

predicted position of the tracked region. Same approach is

used to obtain amerion (k) and a,,, (k).

Correlation - The minimum of the SSD surface is used as:
agsp(k) = argmin(SSD(x,k)) — Prje—1 (18)

X

Fusion:

After the desired action, a;(k), for a cue is estimated, the cue

produces the votes as follows:

direction d; = P(sgn(a;)), speed s; = ||a;||

where P : x = {0,1,...,7} is a scalar function that maps
the two—dimensional direction vectors (see (Eq. 15)) to one—~
dimensional values representing the bins of the direction his-
togram. Now, the estimated direction, d;, and the speed, s;, of
acue, c;, with a weight, w;, are used to update the direction and
speed of the histograms according to Fig. 2 and (Eq.3). The
new measurement is then estimated by multiplying the actions
from each histogram which received the maximum number of
votes according to (Eq. 4):

19)

z; = S(argmax HD(d)) argmax HS(s) (20)
d s



where S:x = {[3'],...,[7']}. The update and prediction
steps are then performed using (Eq. 16) and (Eq. 2). The rea-
son for choosing this particular representation instead of sim-
ply using a weighted sum of first moments of the responses
of all cues is, as it has been pointed out in [8], that arbitra-
tion via vector addition can result in commands which are not
satisfactory to any of the contributing cues.

4 Experimental Evaluation

A series of tracking experiments has been performed to exper-
imentally evaluate the proposed approaches. The sequences
are obtained in an everyday environment with changing light-
ing conditions and background clutter. The original size of
the images was 320 x 240 and a standard CCD camera with
6mm focal length was used. Tracking runs at frame-rate on a
PC 333MHz Pentium using a standard Matrox Meteor frame—
grabber card. The main objectives of the experiments were: i)
evaluation of fusion approaches with respect to the weighting
methods, and ii) performance of the fusion approaches versus
the performance of each cue.

The results are discussed through accuracy and reliability.
The accuracy is expressed using an error measure which is
a distance between the ground truth (chosen manually using
a reference point on the object) and the currently estimated
position of the reference point. The results are summarized
through the mean square error and standard deviation in pix-
els. The measure of the reliability is on a yes/no basis depend-
ing on if a cue (or the fused system) successfully tracks the
target during a single experiment. The tracking is successful
if the object is kept inside the window of attention during the
entire test sequence.

4.1 Experiment 1.

Here, the effect of weighting was evaluated. The results are
obtained for 10 sequences and for each sequence 3 different
sizes of the window of attention were used: 25x25, 35x35
and 45x45 pixels. The reason for this was to test the ability
of the system to cope with the background clutter: if the tar-
get is small compared to the size of the window of attention, a
large portion of the window will belong to the background and
therefore the content of the window will change and affect the
response of each cue. The target undergoes arbitrary 3D mo-
tion.

Accuracy (Table 1) - Here, the distance measure is used as
an error indicator. The overall results are presented in Table 1
for the proposed fusion approaches. The results show that the
best accuracy is achieved with fixed weights using the texture
based weighting and the uniform weighting. The one-step dis-
tance weighting gives a reward to a cue each time when the cue
performs satisfactorily and there is no ability to determine the
overall performance of the cues during the sequence. It was
expected that this problem would be solved using the history
based weighting but, on the other hand, temporal smoothing
results in a slow weight assignment dynamics. One solution
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Figure 3: A comparison between ground truth, voting approaches
and individual cues during a person tracking.

. to this problem might be to change the model and instead of

using all frames up to the current one, apply a temporal win-
dowing approach. This would allow the use of the immediate
history to evaluate the performance of each cue.

Comparing the performance for fusion approaches shows that
action fusion approach had higher standard deviation (14 pix-
els for texture based weighting). The reason for this is the
choice of the underlying voting space. For example, if the
color cue shows a stable performance for a number of frames,
its weight will be high compared to the other cues (or it might
have been set to a high value from the beginning). In some
cases, two colors are used at the same time. When an occlu-
sion occurs, the position of the center of the mass of the color
blob will change fast (and sometimes in different directions)
which results in abrupt changes in both direction and speed.
The other method, response fusion, on the other hand, does
not suffer from this which results in a lower standard devia-
tion value.

In many cases it is, however, more important to retain the
tracking at the cost of a lower accuracy. For that purpose the
reliability measure is important.
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Figure 4: A comparison between ground truth, voting approaches
and individual cues in case of occlusions.

Uniform Texture One-step Dist. | Hist. Based.

Weights | Weighting Weighting Weighting,

mse | std | mse | std | mse std mse | std
RF | 10 9 7 6 17 14 17 14
AF | 9 14 8 14 | 13 14 15 14

Table 1: Qualitative results (pixels) for 30 sequences and all weight-
ing techniques.

Reliability (Table 2) - Here, the influence of choice of the
weight assignment technique on the success rate of the re-
sponse and action fusion approaches is discussed. As for the
accuracy, the reliability was estimated for 30 test runs and the
percentage of the success is presented. Ranking the results
shows that the texture based weighting performed most reli-
ably - the target was successfully tracked during 27 test runs.

Comparing the overall results, fexture weighting approach re-
sulted in both the highest accuracy and reliability. Uniform
weighting, although very accurate according to the results in
Table 1, performed worst in terms of reliability.
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Uniform | Texture | One-step Dist. | Hist. Based

Weights | Weighting Weighting Weighting
RF | 76.7 % 90 % 83.3% 80 %
AF | 433 % 73.3 % 66.7 % 66.7 %

Table 2: The influenceof the weight assignment techniques on the
success rate.

4.2 Experiment 2.

This experiment evaluated the performance of the proposed
voting approaches as well as the performance of individual
cues with respect to three sensor—object configurations typi-
cally used in visual-servoing systems: i) static sensor/moving
object (“stand—alone camera system”), ii) moving sensor/static
object (“eye—in-hand camera” servoing toward a static ob-
ject), and iii) moving sensor/moving object (camera system
on a mobile platform or eye-in-hand camera servoing toward
a moving object). The results are presented as in the previ-
ous experiment, with respect to the accuracy and reliability.
The two fusion approaches as well as the individual cues have
been tested with respect to the ability to cope with occlusions
of the target and to regain tracking after the target has left the
field of view for a number of frames. The results are presented
for correlation, color and image differences since the intensity
variation cue can not be used alone for tracking.

Accuracy (Table 3)- The best accuracy is achieved using the
response fusion approach. Although the mse is similar for the
action fusion approach in cases of static sensor/moving object
and moving sensor/static object configurations, std is higher.
The reason for this is, as in the previous experiment, the choice
of the underlying voting space. The comparison of the perfor-
mance of the fusion approaches and the performance of the
individual cues shows the necessity for fusion. Image differ-
ences alone can not be used in cases of moving sensor/static
object and moving sensor/moving object configurations since
there is no ability to differ between the object and the back-
ground. During most of the sequences the target undergoes
3D motion which results with scale changes and rotations not
modeled by SSD. It is obvious that these factors will affect this
cue significantly resulting with a large error as demonstrated in
the table. This problem may be solved by using a better model
(see [9]). It can also be seen that the color cue performed best
of the individual cues.

In the case of moving sensor/static object, after the tracking
is initialized the color cue “sticks” to the object during the
sequence and, since the background varies a little, the best ac-
curacy is achieved compared to other configurations. During
other two configurations the background will change contain-
ing also the color same as the target’s. This distracts the color
tracker resulting in increased error. The error is larger in the
case of static sensor/moving object compared to moving sen-
sor/moving object since in the test sequences the background
included the target’s color more often.

Reliability (Table 4) - Since the accuracy is obtained us-
ing the texture based weighting the reliability for the action
and response fusion will be same as presented in Table 2 for
this weighting technique. In Table 4, the obtained reliability



static sensor/ | moving sensor/ | moving sensor/
moving object static object moving object
mse std mse std mse std
RF 7 7 4 3 9 10
AF 7 9 4 10 13 25
Color | 15 16 10 6 10 14
Diff 23 26 failed | failed | failed | failed
SSD 25 27 12 13 17 21

Table 3: Qualitative results for various sensor-object configurations
(in pixels).

results are ranked showing that color performs most reliably
compared to other individual cues. In certain cases, especially
when the influence of the background is not significant, this
cue will perform satisfactorily. However, it will easily get dis-
tracted if the background takes a large portion of the window
of attention and includes the target’s color.

Image differencing will depend on the size of the moving tar-
get with respect to the size of the window of attention and
variations in lighting. In structured environments, however,
this cue may perform well and may be considered in cases of
a single moving target where the size of the target is small
compared to the size of the image (or window of attention).

Fig. 3 shows two example images and the tracking accuracy
for the proposed fusion approaches and for each of the cues
individually. The plots and the table show the deviation from
the ground truth value (in pixels). A significant instability is
demonstrated for image differencing indicating that this cue
can not be used alone for tracking. It may also be seen that the
color cue performed really well. This is not surprising since
many of the face- or people-tracking systems rely strongly on
this cue. Very little texture and significant changes in scale im-
plies that correlation cue is very likely to fail. Similar results
are shown in Fig. 4 for a case where the target is a package of
raisins. During this sequence, a number of occlusion occurs
(as demonstrated in the images), but the plots demonstrate a
stable performance of the fusion approaches during the whole
sequence. The color cues is, however, “fooled” by the box
which is the same color as the target. The plots demonstrate
how this cue fails around frame 300 and never regains tracking
after that. These two examples clearly demonstrate that track-
ing by fusion is more superior than any of the individual cues.

fi success | f failure | %
RF Voting 27 3 90
AF Voting 22 3 733
Color 18 12 60
SSD 12 18 40
Diff. 7 23 23.3

Table 4: Success rate for individual cues and fusion approaches.

e
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5 Summary and Cenclusions

‘We have developed a visual tracking system where the consen-
sus of simple visual cues facilitates both robust and real-time
performance. Response and action fusion in a voting based
framework are proposed. The approaches differ in the choice
of the underlying voting spaces. Special emphasis was put on
the evaluation of the cues’ weights where four methods have
been used. The experimental evaluation considered the effect
of the weighting technique to the performance of the fusion
approaches. It has been shown that the most accurate and re-
liable results are obtained using the texture based weighting
where the weights are set in advance and kept constant during
tracking. The system was also evaluated with three most com-
mon camera—-object configurations: i) static sensor/moving
object, ii) moving sensor/static object and iii) moving sen-
sor/moving object. Experimental evaluation has shown that
the best performance was obtained using the response fusion
approach. On 30 test runs this approach was successful in 90%
of cases compared to 73.7% for the action fusion approach. To
demonstrate the necessity for the fusion, color, differencing
and correlation were also evaluated individually. It has been
shown that color performed best. Color is commonly used in
cases where the object is uniform in color and, given some
assumptions about the environment, it should be considered
as a strong tracking candidate. The results are presented for a
monocular system and our future work will consider binocular
cues in the fusion process.
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