
Integration of Visual Processes for Control of FixationClaus Siggaard Andersen? and Henrik Iskov Christensen??Laboratory of Image Analysis, Aalborg University,Fr. Bajersvej 7DDK-9220 Aalborg EastDenmarkAbstract. This paper presents an architecture for controlling an agile camera head with multiple degrees of freedom.The purpose of the architecture is to provide control of the di�erent degrees of freedom in the head by applying it ina �xation based scheme. This includes control of the optical degrees of freedom, an often neglected property in mostcurrent head control architectures.The basic thesis is that a tight connection between the lowest visual processes and the sensing apparatus is imperativefor successful operation in dynamic environments. This has lead to the introduction of a basic system which facilitatesthree low level processes, which are: �xation, tracking and attention selection and shifting, which can provide a fullydata driven response. The basic system carries the possibility of servicing requests from higher level visual processes,whereby model driven responses in a hypothesis veri�cation/rejection scheme may be implemented. The interactionbetween the basic system and higher level processes is solely accomplished through the attention mechanism, wherebyarbitration between multiple high level processes is resolved.Using inspiration from the motoric system in the primate vision system an architecture based on Cyclopean repres-entation of visual information has been designed. This is an equal eye dominance approach, which separates controlof the �xation point into control of vergence, version and tilt angles, whereby the control of range and \position" isseparated, enabling a very simple integration of multiple depth cues for control of the vergence angle.Based on the experience obtained with the designed and implemented system it is asserted that the proposed archi-tecture provides an e�cient way of organizing the lower levels of a �xation based vision system.1 IntroductionMany of the results that have been achieved through the study of biological vision have been used as a basisfor computer vision. This is particularly true for the studies of primates visual system, with research in eyemovements as one of the main contributions to the �eld. The knowledge obtained from biological systems haslead to research in the use of active perception and active (computer) vision, where the sensing apparatusis involved actively in the perceptual process. These ideas have later been formalized into what has becomeknown as active vision, by Aloimonos et al. [1] and others.Active vision has existed as a theoretical discipline for more than 10 years. It was not, however, until themid-eighties that the required hardware became available, enabling a more empirically founded approach tothe �eld. Among the very �rst to experiment with active vision ideas were Krotkov [2] and Ballard and Brown[3, 4, 5, 6]. They built vision systems based on the ideas of active vision in combination with a controllablesensor. Using these new systems they proved that real time tracking as well as 3D structure and motionestimation in dynamic scenes was feasible.Many others have since then designed and constructed controllable sensory platforms, often termed cameraheads, or just heads, due to their resemblance with the primate visual system, which often has been the maininspiration for the designers. See e.g. [7] for a survey of current camera head designs.? Funded by the Danish Technical Research Council under the MOBS framework programme?? Funded by ESPRIT Basic Research Action BR 3038/7108Email: andersen@cosmos.imag.fr, hic@vision.auc.dk



1.1 MotivationThe diversity between the camera head designs is highly prominent. These di�erences have mainly beencaused by the available hardware at the time of construction, as well as the speci�c application the cameraheads initially were intended for. One of the results of not having a uni�ed camera head design is that thealgorithms and architectures for the visual systems di�ers considerably. That in itself is not a problem, butit hinders the development of a standard approach for system control, which will be more general and easierto extend than many of todays systems. We believe there is a genuine need for a more general framework fordesigning vision systems - particularly for the lowest levels of an active vision system. Such a framework willenable comparison and transfer of results obtained within the �eld using di�erent experimental platforms, butshould also make it easier to expand initial algorithms by sorting out the hardware control conicts betweenindividual processes. Thus one may concentrate on the algorithmic development and extensions, rather thanbeing concerned with control which should be facilitated through the architecture itself.2 The Proposed ApproachBased on the motivation presented in the previous section this project has been concerned with designinga modular architecture for controlling the motoric system of a �xation based camera head with multipledegrees of freedom. This includes control of the optical degrees of freedom, an often neglected property inmost current head control architectures.The fundamental idea is that a tight coupling between the lowest visual processes, referred to as the basicsystem, and the sensing apparatus, with known latencies, is imperative for successful operation in dynamicenvironments. But what is the basic system, or equivalently \what is the basic functionality of a camera head"?Considering what has been learned from biological vision, particularly from the primate visual system with itsnon-uniform retinal layout, processes like �xation, gaze shift , and smooth pursuit seems plausible candidatesfor a basic foveated system [8, 9]. A system capable of addressing these aspects of active vision will be capableof �xating on an object, and maintaining �xation while it is moving, or during ego motion of the head.This basic system has the advantage of not requiring a large system for its operation and the data drivenresponse of the system becomes apparent through the design of it. However, this basic system will lack thefunctionality of performing selection of a �xation point, i.e., the system cannot be initiated, since it hasno way of determining what is \interesting". To make the system able to operate without explicitly codingwhere the target is, and what it looks like, an overt attention mechanism must be added. An overview of theprocessing modules that are contained in the basic system is shown in �gure 1. Note that there is no blockin the �gure for gaze shift, since this is merely an e�ect of changing interest (attention).
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Fig. 1.: The basic system layout with a �xation - tracking module. This is followed by an overt attentionmodule, enabling selection of interesting points or regions in the images. For the complete system an objectrecognizer is needed for supplying top-down information.The attentional mechanism will allow for selection of interesting points from the input data. The systemcan then perform selection of �xation points, �xation and tracking. This basic system does, however, notfully operate in a hypothesis veri�cation/rejection scheme. For this a higher level module is needed, whichsupplies the top-down information. The claim here is that the higher level module only needs to provideinformation to the system via the attention module. This has the advantage of providing a simple integration



into for example the VAP [10] architecture for a complete system design. The expanded system can thus becontrolled using both data and model driven information. It should noted that the system can be used witha rich variety of high-level modules; the object recognition module is merely an example.So far we have considered which processes to incorporate in the basic system but not how these are tobe integrated, though ideas can be derived from related work. During many of the studies of the motoricsystem in biological vision system control theory has been applied as a tool for analyzing speci�c motor -sensor interactions. See e.g. [11, 9, 12]. Control theoretic techniques have also been applied when designingcomputer vision systems, particularly for the lowest levels of visual processing. This is only natural since ithere is a matter of controlling a mechanical system such that viewing conditions are optimized for solving aspeci�c task.In seems thus like a natural choice to use control principles for the design of a low level vision architecture,whereby the architecture can be viewed as a control system linking the motor actions with computationalmodules. This has two advantages: 1: there are well established techniques for predicting/evaluating thebehavior of the system and 2: the simplicity is kept at a level where both design and construction is conceivable.But what are the building blocks of such a control system, is it a �xation - tracking - attention selectionsystem ?, is it a smooth pursuit - saccadic motion system? or something else?Any kind of separation criteria could be pursued. However, here the idea is to create a versatile architecturewhich allows for a separation between control issues and vision algorithms, such that di�erent algorithms maybe tested without changing the entire system. Thus a separation according to di�erent visual processes seemsnatural. On the other hand, three modules doing �xation, tracking and attention selection, do not providea scheme for interconnection and interface to the hardware, i.e., there is a gap between individual systemmodules and hardware. In other words, it is necessary to establish an infrastructure between the physicalsystem and the visual processes. From traditional control systems which consist of processing blocks and\control paths", ideas on how to structure the system may be obtained.
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used for the original Rochester head design, which embed real time tracking that relies on separate �xationand tracking. This is achieved by having a leading camera tracking the target and controlling the slavedcamera using zero disparity information. Thus tracking and �xation processes are operating simultaneouslyon separate motors, i.e., left and right pan motor. This is the most common approach reported, whichprobably is due to its simplicity and generality. Even the Harvard head with mechanically linked camerassuch that vergence always is symmetric has employed this technique [13]. The control for doing �xationand tracking is thus fully decoupled, as demonstrated in [6]. More advanced systems embedding attentivemechanisms as well needs an additional control loop. For the Harvard design this was performed by addingan extra layer in the control system performing attentive processing and selection. This higher level modulethus produced a saccadic movement to a new area of interest by adding an o�set to the current camera motorangles, while halting the lower level visual processes for tracking and �xation.Vision in primates has, however, been shown to function in a di�erent manner [8, 11, 12]. Yarbus, Car-penter and many others argues that very convincing experiments have proved that eye movements typicallyare performed in two separate stages, version and vergence, with both eyes participating in both motionpatterns, while �xating a some point in space. The version angle is the direction of gaze for an imaginaryeye positioned between the two rotation centers in �gure 3. The vergence angle is the angle between theoptical axis of the two cameras as depicted in �gure 3. The tilt angle denotes the angular elevation of the�xation point from the horizontal plane. This approach is called Cyclopean control, where no single eye hasfull dominance as opposed to the previous leading control strategy. Also in a computer vision context theequal eye dominance approach has been shown capable of handling monocular occlusion, and facilitatingmore simple fusion of similar but separate cues. In [14, 15] it was shown that accommodation and disparitycues easily can be fused to perform cooperating control of the two corresponding actuators, vergence angleand lens accommodation distance. It seems therefore that the equal eye dominance approach is an interestingalternative to the standard control strategy, thus it has been chosen as the basis for the proposed architecture.
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Fig. 3.: Schematic layout of the Aalborg head visualizing the mechanical degrees of freedom. To the left isthe layout of the head and to the right the Cyclopean representation of the head with the version �, vergence�, and tilt , angles shown. The version angle relies on the two vergence motor settings. The pan motorcontributes however, along with the vergence motors to the direction of gaze. The vergence angle does as theversion angle only rely on the vergence motors. The tilt angle depends on a separate motor.When designing an architecture based on the Cyclopean representation for equal eye dominance control,control of �xation is converted into control of vergence, version and tilt angles ( see �gure 4). The Cyclopeanangles are unfortunately not directly related to individual mechanical actuators. They depend on the combinedsetting of the two vergence motors, as shown in �gure 3. Thus the control system seems to be more complicatedthan the leading eye counterpart. There exist, however, a simple solution for solving the interdependence [16],and thus this is not really an argument for not choosing a Cyclopean eye representation.Note that the Aalborg head has a common tilt axis, thus this is a single degree of freedom which may becontrolled as in the leading eye approach. There do however exist head designs with separate tilt axes for thetwo cameras. To utilize this extra degree of freedom horizontal alignment of the the two cameras needs to beconsidered. This may again be performed by driving one of the cameras as leading and the other following.Typically it is desirable to have zero disparity vertically, thus often such systems only use the extra degree



of freedom for an initial alignment between the two eyes.When considering the Cyclopean representation in the light of the processes chosen for the basic systemsome conict seem to arise. While the processes maintains the separate control with a traditional leading eyecontrol strategy, the visual processes, \�xation, tracking and attention selection", does not seem to �t intoa cyclopean control scheme. However, the visual process of tracking in the leading eye approach is roughlyequivalent to performing control of version and tilt in the cyclopean representation, while �xation correspondsto the process of vergence control. Hence renaming the modules, and utilizing a di�erent representation thebasic control architecture may facilitate equal eye control, as shown in �gure 4. In this new \domain" beingvergence, version, tilt , and attention selection, the lower modules are again directly linked to separate degreesof freedom, though these are \pseudo mechanical degrees of freedom". Utilizing the same strategy as in thesystem proposed by Clark and Ferrier for the Harvard head, the attention process can control the sensingsystem through these lower level system modules, by simply adding an o�set to the current position, wherebyabrupt changes may be introduced, see �gure 4.
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Fig. 4.: Overview of the proposed architecture for an equal eye dominance control scheme. Only the controlof angular degrees of freedom have been shown.It should be noted that the �gure only displays the \forward control lines", which has been chosen forreadability considerations. Actually there are feedback signals from the hardware to the visual processes, aswell as communication between the individual processing modules. The signals in the system is as describedearlier the actions issued by the processing modules, which in this case is vergence, version and tilt angleadjustments. Thus the close connection with the actual control of hardware is still maintained, except thatthe version and vergence angles do not directly map to mechanical actuators. Beside the actual control pathsthere are of course image path-ways to each module.3.1 Completing the ArchitectureIn the previous section we presented a system for controlling the mechanical degrees of freedom, associatedwith \eye movements". The Aalborg camera head is though in possession of one additional rotational degreeof freedom - the pan motor, as shown in �gure 3. Beside the pan motor the head is also equipped withmotorized lenses, an option most of today heads possess. The lenses do in this case have three degrees offreedom, being focal length (zoom), focus (accommodation) distance, and aperture.None of the optical degrees of freedom are represented in the control architecture presented previously,which immediately seems like a aw. This is actually a missing part in most camera head control architectures.The main reason being that the control system is intended for a �xation based system, thus the angular degreesof freedom are the most vital as they are the ones de�ning, where the cameras are �xated. This means thevergence, version and tilt angles can be viewed as the primary degrees of freedom, whereas the optical ones,and the pan angle are of a secondary nature, which may be set to aide the functionality of the primary ones.The support provided by secondary degrees of freedom for primary ones, is still an unexplored �eld ofresearch, though a few obvious ones have been considered through the past. The foremost known is fusion



of accommodation and disparity depth cues for controlling the vergence angle and accommodation distance.The system architecture presented in the previous section and displayed in �gure 4 is not directly able tofacilitate this fusion, since it merely considers rotational degrees of freedom. Thus the optical degrees needs tobe incorporated as well. The use of these do unlike the primary ones rely extensively on the actual algorithmsimplemented. For example, the accommodation cue extraction may be based on control of either aperturesize or accommodation distance. Furthermore the aperture could also be used as \�delity" measure, i.e., itcould be controlled with the sole purpose of optimizing the viewing conditions.The choice of the speci�c use is also extremely dependent on the sensing apparatus. For the Aalborg headthe aperture has no (non-visual) feedback and the feedforward control is highly uncertain, thus applyingthis actuator in the focus ranging is not feasible. Furthermore the focus ranging has as a goal to control theaccommodation distance, thus it seems also more natural to apply this actuator in the sensing process. Forthis reason the aperture seem much more useful for \�delity" control, where the intention is to ensure optimalviewing conditions. This may be performed by using the video signal to determine the aperture setting inclosed loop. This process is known from many camera systems as auto iris, or automatic lighting control,ALC.It should be emphasized that both types of compensation do change the image intensity locally, thusoften auto focusing (accommodation distance measures) is confused. Compensation during accommodationestimation is therefore not desirable.The last optical degree of freedom, zooming, has not been considered previously in this work, but researchusing it for extraction of depth information [17, 18] has been reported elsewhere. The actuator also seemsuseful for attention selection schemes with multi-resolution processing, or simply for getting overview imagesof the scene, while at the same time having the option of zooming in on interesting locations. The use ofzoom in combination with attention selection is believed to be an interesting approach which may providethe spatially non-uniform sampling others are performing in software.
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Fig. 5.: The modi�ed cyclopean control architecture where the optical degrees of freedom and the pan motorhave been added.While all the degrees of freedom considered so far have a direct relation with one or more visual processes,the pan motor has not. It may be controlled in numerous way, but it has been decided to control this degreefor the sole purpose of minimizing the di�erence between the left and right vergence motor angles. This hasone very important implication, which is that the version angle is minimized, i.e., symmetrical vergence isachieved. The control does not need any visual feedback, since it is only intended for reducing the di�erencein vergence motor angles. This implies that the pan motor control may be implemented within the hardwarecontroller, as shown in �gure 5. The servo signal for the pan motor control is simply the version angle.Whenever it is non-zero, the pan motor compensates by a counter rotation.The dynamics of the pan motor has to be considered in comparison with the vergence motors to ensurestability. For the Aalborg head this is not a problem, since the pan motor is 10 times slower than the vergencesystem and has a much higher inertia. This means that a factor of 10 between the compensation and thevergence/version control is inherent in the mechanical system.



4 An Experimental SystemBased on the architecture outlined above a complete basic vision system was designed and implemented to getsome experience with the architecture. This includes experimenting with di�erent algorithms for controllingthe primary and secondary degrees of freedom. Based on the experience obtained through this work, it waschosen to build a �nal system relying on correlation based image stabilization for the left and right camera.The computed image slip from the two cameras is combined to form the error signal for control of the theversion and tilt angles. While a disparity estimate could be computed from the target location in the imagepair, it has been chosen to perform an explicit disparity extraction by correlating the images. This provides ofcourse redundant information, but it also allows for a more robust control since a loss of disparity informationdoes not necessarily mean that version and tilt control cannot be performed and vice versa.The disparity estimate is though not the sole measure to control the vergence angle, as it was statedabove. The fusion of multiple cues has been considered important and is particularly simple due to therepresentation chosen here. For example a fusion of multiple depth extraction cues may be used to controlthe vergence angle. This has been exploited here, as shown in �gure 5, by implementing an integration schemeproposed by Carpenter [12]. This architecture was originally introduced to explain the fusion process betweendisparity and accommodation cues undertaken in the human visual system for combined control of the lens'accommodation strength and the vergence angle. The principle is that both cues inuence the setting of bothactuators, though often with di�erent strength, which handles tricky situations like monocular occlusion. See[16, 15] for an in depth explanation.Using the integration strategy proposed by Carpenter the architecture designed here is capable of handlingmonocular occlusions, i.e., vergence angle control can be performed even though no disparity information isavailable.
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