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ABSTRACT
There is widespread agreement in the medical research community that more effective mechanisms for dietary assessment and food journaling are needed to fight back against obesity and other nutrition-related diseases. However, it is presently not possible to automatically capture and objectively assess an individual’s eating behavior. Currently used dietary assessment and journaling approaches have several limitations; they pose a significant burden on individuals and are often not detailed or accurate enough. In this paper, we describe an approach where we leverage human computation to identify eating moments in first-person point-of-view images taken with wearable cameras. Recognizing eating moments is a key first step both in terms of automating dietary assessment and building systems that help individuals reflect on their diet. In a feasibility study with 5 participants over 3 days, where 17,575 images were collected in total, our method was able to recognize eating moments with 89.68% accuracy.
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INTRODUCTION
The problem of finding out what people eat has been of interest to researchers and individuals for many decades. Formally, two types of methods have been used by researchers to compile dietary information, dietary recalls and records; and food frequency questionnaires. Dietary recalls consist of asking individuals to remember exactly what they ate over a 24h period, while food records require individuals to document what they consume in situ, using either a logbook or a mobile phone application, such as MyFitnessPal or MealSnap. Food questionnaires are different in that individuals answer general questions about their diet; questionnaire responses tend to be less detailed and not specific to any particular meal.

Much of what we know about the link between diet, health and nutrition we owe to these two classes of methods. However, these techniques suffer from several limitations; they are often tedious for participants, are prone to recall and response bias, are not well suited for longitudinal studies, are plagued by measurement error, and in many cases do not provide detailed enough information to help researchers answer specific questions (e.g. the link between diet and disease) [8, 15].

A recently introduced approach to dietary monitoring involves using wearable cameras such as the eButton [3] and SenseCam [7] to document people’s eating behaviors. A head or chest-mounted camera is configured to take first-person point-of-view photos automatically throughout the day (e.g. every 30 seconds), and the resulting snapshots capture people performing a wide range of everyday activities, from socializing with friends to having meals with family members. This
technique is particularly promising because it is completely passive; it does not require individuals to do any extra work. Moreover, the images reflect people’s eating activities and the surrounding context of those activities truthfully.

However, one of the major challenges of this technique is that only a small portion of the total number of automatically-captured images from a wearable camera depicts an eating activity. Therefore, before these images can be examined from a nutritional perspective or saved in a food journal, it is necessary to devise a mechanism to sift through thousands of first-person point-of-view images and discover the ones that pertain to eating. The sheer volume of images generated per day makes it impractical to annotate them manually, and despite significant progress in the field of computer vision over the years, it remains a challenge to automatically recognize activities in images taken in real world settings.

Over the last few years, human computation has emerged as a viable way to tackle problems that can’t be presently solved by computers. Although human computation has been validated as a technique for image labeling [24, 25, 21, 19], identifying health-specific activities in photos through crowdsourcing techniques has not been explored with much depth. In this work, we show how human computation can be applied towards identifying eating moments in first-person point-of-view images. Recognizing eating moments is a key first step both in terms of automating dietary assessment and building systems that help individuals reflect on their diet. Based on a feasibility study with 5 participants over a period of three days, we demonstrate how our system was able to recognize eating moments in real-world settings with 89.68% accuracy.

RELATED WORK
When it comes to inferring eating habits, a number of automatic dietary monitoring approaches have been attempted starting in 1985, when Stellar and Shrager presented an oral sensor to measure chews and swallows during a meal [22]. Sounds from the user’s mouth and on-body sensing approaches have been suggested since then to detect when and what individuals are eating [1]. A key finding from this body of research is that no single sensor can capture all dimensions of eating behavior. A different method was tried by Mankoff et al., who relied on shopping receipts to track the nutritional content of foods eaten [13].

Recently, the idea of directly observing individuals from egocentric cameras for overall lifestyle evaluation has been gaining appeal. One of the first cameras used in this context was SenseCam, a lightweight digital camera worn around the neck that passively captures first-person point of view images and sensor readings at regular intervals throughout the day [7]. One of the most unique characteristics of SenseCam is that it doesn’t require wearers to perform any action, since images are taken completely automatically. Since its introduction, the SenseCam device has enabled a wide range of applications. Kelly et al. investigated the potential of SenseCam to infer travel research, and in particular evaluate modes and volumes of active versus sedentary travel [9]. Byrne et al. explored SenseCam as a collector of observational data and found it to be complementary to traditional methods. Among other findings, they reported that the passive nature of SenseCam is particularly well-suited for task observations since it doesn’t intrude into people’s environment [5].

Bai et al. developed a wearable computer called eButton with the goal of “evaluating the human lifestyle” [3]. Similar to the SenseCam in terms of functionality and capabilities, eButton was designed to be worn like a chest button instead of around the neck with a lanyard. It houses a CPU, storage components, a wide-angle digital camera module, and an array of sensors in a small form factor. Sun et al. suggested the use of the eButton for objective dietary assessment [23], and Zhang et al. implemented an activity recognition system from video segments captured with the eButton [26].

Recently, Liu et al. developed a food logging application based on the capture of audio and first-person point-of-view images [12]. The system processes all incoming sounds in real time through a head-mounted microphone and a classifier identifies when chewing is taking place, prompting a wearable camera to capture a video of the eating activity. The authors validated the technical feasibility of their method with a small user study, so it is unclear how their system performs in real world settings. However, applying opportunistic sensors such as microphones towards the problem of eating behavior recognition is a promising direction that we plan to combine with human computation in the future.

Image-Diet Day is another system that automatically captures first-person images [2]. Fourteen participants wore the mobile phone-based device during eating periods for three days and the captured images assisted participants in completing a 24-hour recall procedure. In terms of their value for recall, the images were regarded as helpful, but participants did report technical and perception issues wearing the phone camera device.

Although first-person point-of-view images offer a viable alternative to direct observation, a fundamental problem remains. All captured images must be manually coded for lifestyle indicators, and even with supporting tools such as ImageScape [17] and Image-Diet Day [2], the process tends to be tedious and time-consuming. To address this challenge, we apply human computation through Amazon’s Mechanical Turk for this task. Crowdsourcing has matured in the last five years to become an attractive approach to researchers in many fields, including nutritional analysis and activity recognition [16]. One common way to leverage human computation is to use the crowd to provide training data for machine learning classifiers [20]. Even though we see the merits of this approach, in this paper we were particularly interested in whether a classifier could be built using human computation alone.

METHOD
In this paper, we describe a methodology for recognizing eating moments from thousands of first-person point-of-view images by leveraging human computation. The method is comprised of 3 stages, where images are first collected and filtered for privacy protection, formatted into temporal groups,
and finally presented to a group of trusted and human computation workers (Figure 2).

**Collecting First-Person POV Images**

Researchers have used a number of tools for capturing first-person images in the past, such as SenseCam. Because we were interested in using mobile phones for this task, and ran into performance issues when testing existing applications that promise this functionality (e.g. Lifelapse), we decided to implement our own app. The additional motivation for having our own implementation was that it could serve as a platform for future experiments and prototypes, as we continue this line of research.

We designed an iPhone application that takes photos automatically every 30 seconds using either the front or back phone camera. People wear the phone as a pendant around the neck with its back-camera facing forward, as shown in Figure 1. All images are saved on the device itself and immediately visible through the built-in “Photos” application. The application is optimized to conserve battery life; it doesn’t provide any user interface when running, except for displaying a gray logo on an otherwise completely black background. The only feedback people get from the application is the system’s default image snapshot sound effect whenever a picture is taken. If people choose to suppress or minimize this sound effect, they can mute the phone or turn down the volume.

By turning off certain features of the phone, such as Wifi and Bluetooth, and setting the brightness of the screen to its lowest level, we were able to obtain more than 10 hours of battery life on different iPhone models (iPhone 4S, iPhone 4 and iPhone 3G), all running the most recent version of the iOS supported by each device (iOS 6.0.1 and iOS 4.3) at the time of the study.

**Excluding Images for Privacy Protection**

First-person point-of-view images captured every 30-seconds might depict a day in an individual’s life with an unprecedented level of detail. But there is a good chance that these images also reflect aspects of one’s life that might be embarrassing or compromising. Therefore, an important step of our method is the exclusion of images that pose a privacy threat to the individuals wearing the camera and to individuals who, knowingly or not, are captured in the images. After transferring all images from the phone to a computer, participants are given the opportunity to review all photos taken by their device and delete any images they would not like to share. Additionally, we review the images and delete any photo that either captured other individuals, or that could reveal sensitive information of the individual who wore the camera. We were required to put these privacy measures in place by our Institutional Review Board (IRB).

**Coding Images in AMT**

In our method, the task of recognizing eating moments in thousands of first-person point-of-view images is performed by human computation coders. The human computation platform we chose to use was Amazon’s Mechanical Turk (AMT). It is described as a “a marketplace for work that requires human intelligence.” It exists on the premise that a large number of tasks that computers aren’t good at, such as identifying objects in photographs, can be easily carried out by people. Through Mechanical Turk, companies or individuals (called “requesters”), post well-defined tasks (“human intelligence tasks” or HITs) that are matched with, and executed by “workers”. Workers signup on the site to perform HITs in exchange for rewards, which range from $0.01 to $1. Requesters can specify a number of parameters for HITs, such as the number of workers that are allowed to perform the task, the qualification of those workers, and the reward amount for tasks completed. Workers are paid only after HITs have been completed and approved by requesters.

**Generating HITs**

We created a human-intelligence task on AMT that asked workers to examine a group of photos and indicate whether any photo showed an eating activity. If positive, we asked workers for additional information (i.e. meal location and type). The images were grouped by hour, and formatted into a web-based mosaic-like interface (Figure 4). In order to fit a large number of images on the grid, the images are reduced in size, which lowers the amount of activity detail that can be seen. To counter the effect of smaller image sizes, we implemented a script that enlarges the photo underneath the cursor, on hover.
Figure 3. The layout of the human intelligence task (HIT) posted at Amazon’s Mechanical Turk for our study. We included a set of guidelines to help workers perform the task successfully. The choices for meal location were: at home, at work or school, at a fast-food restaurant, at a sit-down restaurant, in the car, somewhere else. The choices for meal type were: meal, snack.

Assigning HITs
Once a HIT was created, it had to be assigned to workers. On AMT, it is possible to specify exactly how workers are matched to tasks. To improve the validity of workers’ results, we assigned each HIT to three unique workers, and coalesced their votes on each question by taking a majority vote. With this method, depending on the number of workers and valid answers per question (e.g. for meal location), there is a possibility that a majority vote might not be obtained. If and when this condition occurs, the HIT is resubmitted until a majority vote is reached. A completed HIT assignment consisted of the answers to the three questions, the photo group examined, and an identifier for the workers who completed the task.

EVALUATION
We conducted a feasibility study with a non-random convenience sample of participants (n = 5) over 3 days. The only requirement for being in the study was familiarity with the basic operations of a smartphone device. There were 3 females and 2 males, and they ranged in age from 23 to 35 years old and were either graduate students or research scientists at our university. With the exception of one married participant, all other participants were single and either lived alone or with roommates.

Participants were provided with a smartphone preloaded with the custom application, and right before putting on the device, participants were told to verify that the application was running. Participants were instructed to wear the device as much as possible, ideally from the moment they woke up until when they went to sleep. We realized that it would be impractical for subjects to wear the smartphone continuously for hours at a time, so we gave them complete latitude to turn the device off, or take it off if they wanted to or needed to. Due to limited battery life, participants were asked to recharge the device every night.

On average, each participant provided us with 3,509 photos. The image exclusion step where participants reviewed their own images lasted about 15 minutes per participant and led to the removal of up to 200 images. Going through the remaining images and deleting photos that included secondary participants took us at least 45 minutes per subject, and resulted in the deletion of an additional 700 images on average.

One important aspect of Mechanical Turk is that it makes it possible to select workers based on a number of qualifications. Some workers, who have been identified by Amazon as proficient at categorization tasks, are referred to as ‘master’ workers, and it costs more to recruit them. We hypothesized that our results would be significantly affected by workers’ level of qualifications. Therefore, we created identical tasks for categorization masters and regular workers and compared their results. We rewarded all workers $0.15 per assignment and, for regular workers, we indicated that they should have a HIT approval rate greater than 98%.

RESULTS
To assess the performance of Mechanical Turk workers at recognizing eating activities in photos, we had to estimate a measure of ground truth for the image data collected. This was accomplished by having three trusted coders (two authors of the paper and one graduate student) answer the three questions posed in the AMT tasks for each one of the photo groups. The trusted coders used the same web-based interface to examine and browse images as the AMT workers, and their inter-rater reliability was calculated to be 0.65 (Fleiss’ kappa).

Table 1 shows how AMT workers performed at identifying eating activities in participants’ photos in relation to the estimated ground truth. We calculated recognition accuracy, precision and recall for each participant and across all participants. The results are broken down by worker type to highlight the performance impact of hiring master versus regular
workers on AMT. As we expected, we saw improved results across all measures when the tasks were assigned to master workers, with overall eating behavior recognition accuracy reaching 89.68% accuracy in the best case scenario. With master workers, overall precision was 86.11% and overall recall was 63.26%.

Inferring meal type and location from first-person point-of-view images is desirable since it might provide additional information that is valuable from a health perspective. However, achieving this from images alone proved to be challenging. Only 19% of meal locations and 24% of meal types were correctly recognized. However, as will be discussed in the next section, these numbers bear little practical significance since meal location can be often obtained through other means in real-world applications (e.g. GPS), and meal type is open to interpretation based on time of day and other factors.

**DISCUSSION**

One of the most salient results from the evaluation was the low overall recall of AMT master workers (63.26%), indicating that they missed many instances of eating activities. Since each photo group contained upwards of 50 images, it is reasonable that a human might miss important details in the images when constrained by time. This was validated when we confirmed that recall was worse when only one or two photos in a group showed participants eating. This often occurred when the food eaten was consumed quickly, within a minute or two, resulting in the eating behavior being captured in only a small number of photos. We found this to be the case with at least one of the participants, who replaced meals with energy bars.

Overall precision (86.11%) was much closer to overall accuracy for master workers. There were many photos where participants were clearly around food items, such as when shopping for food, in line at a cafe or cooking at home. In most of these cases, one could be easily led to believe that eating was also taking place. This was a common source of false positives in our data. A particularly noticeable result was the disparity in the overall precision measure between regular and master workers. Our results provide evidence that master workers are indeed better at categorization tasks than regular workers, as Amazon claims. This justifies the higher cost paid to AMT to recruit master workers. Overall, for the reasons mentioned above, recognizing eating moments from first-person point-of-view images proved to be a difficult task. This had a direct effect on precision, recall and explains the relatively low agreement reliability amongst coders.

It is important to note that our results only refer to eating activities that were photographed by participants’ cameras. Some eating activities might not have been captured. However, given the perspective from which the photos were captured, we feel very strongly that the largest majority of our participants’ eating activities was documented.

**Meal Location and Type**

An individual’s location can be often obtained from sensors in mobile phones and other wearable devices. Since there are circumstances when a location sensor is not present or can’t be used (e.g. to preserve battery life), we felt that it would be valuable to understand the extent to which meal location could be inferred from images alone. Upon analysis, we were able to attribute the low recognition rates for meal location to two factors. Firstly, because participants wore a phone as a pendant around the neck, all photos were taken at chest-level, pointing directly forward. When participants were sitting at a table and eating, the field of view of the camera was often obstructed by objects in the scene (e.g. body parts, table, chairs, dish-ware, food). This made it difficult to examine the background of the photos and determine participants’ whereabouts. We suspect that this issue would have been greatly minimized with the use of a wide-angle camera lens. Secondly, to protect the privacy of secondary participants, we had to discard all photos showing people other than study participants. More often than not, eating is a social activity, with people congregating around a physical space, therefore...
Table 1. Individual and aggregate performance measures showing how well our system was able to identify eating moments from first-person point of view images and human computation. The TP, FP, TN and FN abbreviations refer to true positive, false positive, true negative, and false negative results, respectively.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Worker Type</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>regular</td>
<td>5</td>
<td>0</td>
<td>33</td>
<td>9</td>
<td>100%</td>
<td>35.71%</td>
<td>80.85%</td>
</tr>
<tr>
<td></td>
<td>master</td>
<td>10</td>
<td>0</td>
<td>33</td>
<td>4</td>
<td>100%</td>
<td>71.42%</td>
<td>91.48%</td>
</tr>
<tr>
<td>P2</td>
<td>regular</td>
<td>1</td>
<td>2</td>
<td>59</td>
<td>10</td>
<td>33.34%</td>
<td>9.09%</td>
<td>83.34%</td>
</tr>
<tr>
<td></td>
<td>master</td>
<td>6</td>
<td>1</td>
<td>60</td>
<td>5</td>
<td>85.71%</td>
<td>54.54%</td>
<td>91.67%</td>
</tr>
<tr>
<td>P3</td>
<td>regular</td>
<td>1</td>
<td>1</td>
<td>24</td>
<td>7</td>
<td>50%</td>
<td>12.5%</td>
<td>75.75%</td>
</tr>
<tr>
<td></td>
<td>master</td>
<td>5</td>
<td>0</td>
<td>25</td>
<td>3</td>
<td>100%</td>
<td>62.5%</td>
<td>90.90%</td>
</tr>
<tr>
<td>P4</td>
<td>regular</td>
<td>2</td>
<td>2</td>
<td>25</td>
<td>8</td>
<td>50%</td>
<td>20%</td>
<td>72.97%</td>
</tr>
<tr>
<td></td>
<td>master</td>
<td>7</td>
<td>3</td>
<td>24</td>
<td>3</td>
<td>70%</td>
<td>70%</td>
<td>83.78%</td>
</tr>
<tr>
<td>P5</td>
<td>regular</td>
<td>1</td>
<td>0</td>
<td>28</td>
<td>5</td>
<td>100%</td>
<td>16.67%</td>
<td>85.29%</td>
</tr>
<tr>
<td></td>
<td>master</td>
<td>3</td>
<td>1</td>
<td>27</td>
<td>3</td>
<td>75%</td>
<td>50%</td>
<td>88.23%</td>
</tr>
<tr>
<td>All</td>
<td>regular</td>
<td>10</td>
<td>5</td>
<td>169</td>
<td>39</td>
<td>66.67%</td>
<td>20.4%</td>
<td>80.26%</td>
</tr>
<tr>
<td></td>
<td>master</td>
<td>31</td>
<td>5</td>
<td>169</td>
<td>18</td>
<td>86.11%</td>
<td>63.26%</td>
<td>89.68%</td>
</tr>
</tbody>
</table>

many of the deleted photos provided rich contextual information about the meal, such as where it took place and with whom. Without these deleted images, it became significantly harder to determine the physical context of the meal.

In terms of meal type, there is a significant amount of ambiguity in what one refers to as a snack or as a meal. Given a photo of a participant eating an energy bar, it is unclear if it should be categorized as a snack or a meal (e.g. lunch). Time of day could be used to help with this differentiation, but ultimately it is a matter of personal interpretation. This interpretive flexibility was reflected in the results for meal type, since our methodology for measuring performance was based on response agreement amongst trusted coders and AMT workers.

**Multiple Eating Activities in Photo Group**

In our experiment, each photo group included all images captured within a 1 hour interval per participant. We never saw more than one eating activity per photo group. If there had been multiple eating activities within the hour, the exact activity AMT workers based their answers on would have been ambiguous. Spreading all captured photos into more photo groups, each with an interval window of 15 or 30 minutes, would have been a way to address this issue. As previously mentioned, this is an area we plan to explore in future work since we expect that a shorter window might also improve the workers’ ability to recognize eating moments.

**Mechanical Turk Worker Qualifications**

Although the human computation approach offers advantages if compared to a computer vision technique in estimating eating moments from real-world everyday images, it has limitations of its own. One of the characteristics of the method is that people with a wide range of skills and backgrounds are the ones ultimately accepting and completing tasks [18]. Consequently, there is a certain level of variability and non-determinism in human computation that might be unacceptable in certain applications. A set of workers recruited now is always likely to be different from another set of workers recruited just five minutes later.

For a price, it is possible to benefit from a categorization scheme set by Amazon where certain workers are considered to be more proficient at certain tasks than others. We employed both “categorization masters” and regular workers in our study and could verify that results improved significantly with experts. In our experience, seemingly simple parametric modifications in the HIT can have a dramatic impact on performance. There is a large body of research that corroborates this finding, indicating how various factors, from pricing to qualifications, affect the timeliness and quality of the work performed by workers on Mechanical Turk [11, 14, 21].

**Privacy**

Privacy arouse as an important element of this work, and privacy-related constraints dictated important aspects of our methodology. One of the challenges that we faced was that the wearable camera setup we used (Figure 1) ended up capturing a large number of photos of non-study participants. These included participants’ family members, colleagues, neighbors and many other individuals that participants did not know, such as people who happened to be sharing public transportation with participants, visiting the same coffee shop or eating at the same restaurant. Since these individuals were not in our study, they did not consent to their pictures being taken and reviewed by Amazon Mechanical Turk workers.

In order to approve our research, the IRB requested that we delete all such images, which led to the removal of an av-
average of 700 photos per participant (20% of the total). Importantly, the elimination of these photos had a detrimental impact on the performance of our system, since so many photos of eating activities included secondary subjects. In some cases, more than 90% of a set of images depicting an eating activity had to be deleted. We have no doubts that we will see an improvement in our performance numbers once privacy-protecting measures (e.g. face detection) are put in place and most, if not all, images are available for coding and analysis.

One argument that might be raised about this work is that the benefits gained by crowdsourcing the identification of eating moments in images might be lost due to the effort involved in having to manually review and delete images for privacy reasons. There are two main reasons why we believe this is a weak argument. First of all, the extent to which images had to be reviewed for privacy reasons was stipulated by the IRB. We were required to adopt a protocol where any image that could potentially identify an individual, defined by the presence of any body part of that individual in a photo, had to be eliminated. Understandably, when it comes to privacy matters, the IRB tends to be conservative and we had to abide by its rules in order to conduct our study. However, due to many reasons (e.g. the popularity of wearable devices such as Google Glass), the principles that guide privacy policy might change in the future. Our numbers represent a lower-bound in terms of performance and a change in privacy policy will likely result in our ability to delete fewer images. Secondly, the growing trend of using wearable cameras and first-person point-of-view images in health research has brought the issue of privacy to the forefront. In future work we plan to adopt emerging strategies and techniques for mitigating privacy concerns within this technological context [10]. We believe this will be an additional factor lowering the manual effort involved in the methodology.

CONTRIBUTIONS

Our long term goal is to develop automated and semi-automated dietary assessment systems to be used in real-world settings. A promising approach towards this goal involves automatically documenting people’s eating activities with photos taken with a wearable camera at regular intervals (e.g. every 30 seconds). Recognizing eating moments in photos is a key first step before these photos can be analyzed for nutritional information through a system like PlateMate [16], or added to a food journal. The contribution of this work is to show that human computation can be successfully used for sifting through first-person point-of-view images captured with a wearable camera and identifying eating moments. Although human computation has been validated as a technique for image labeling [24, 25, 21, 19], identifying health-specific activities in photos through crowdsourcing techniques has not been explored with much depth. In a feasibility study with 5 participants over 3 days, where 17,575 images were collected in total, forty nine instances of eating activity were recorded in the photos and identified by AMT workers with 89.68% accuracy.

FUTURE WORK

There are a myriad of opportunities when it comes to extending this work, both in depth and breadth. In terms of methodology, the strategy of labeling images through majority vote is the only crowdsourcing quality control we use. It is certainly an effective one, as it accounts for occasional human errors and variability in human performance [21]. Hara et al. studied the impact of accuracy in majority group size and determined that performance gains diminish significantly as group size grows beyond 5 AMT workers [6]. For cost reasons, we kept majority vote group size to 3 workers in this feasibility study. In the future we plan to put in place additional quality measures as well, such as validation or Find-Fix-Verify [4]. With validation, a set of AMT workers evaluate the classification of images that have already been labeled.

In this paper, we showed how modifying parameters that configure the creation of Mechanical Turk’s HITs can have a very substantial impact in the quality of the workers recruited and, consequently, the quality of the recognition job performed. A fruitful area for exploration would be to study in more detail how manipulating the worker qualifications variable affects recognition accuracy, and at what cost. Likewise, it would be desirable to examine the extent to which the frequency images are taken affects eating behavior inference. More images will lead to a more comprehensive visual account of an individual’s activities and eating moments, but at the expense of more image analysis and camera battery life. We also don’t know the extent to which the use of our mobile phone camera influenced people’s eating behaviors.

In terms of tradeoffs, a very significant one exists between privacy and camera placement. When located on an individual’s head, a regular camera is much more likely to take photos that are representative of the activity the individual is engaged in. This is because the camera will always be pointing in the direction the head is pointing to. On the other hand, because it is elevated, the camera records much more of the individual’s surrounding, which includes other people. We are interested in exploring how to mitigate the privacy challenges that are inherent in this technique, such as by attempting to selectively and temporarily change the capture viewport of the camera.
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