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Abstract

This chapter introduces reputation systems as a means of facilitating trust and
minimizing risks in m-commerce and e-commerce in general. It first illustrates the
importance of reputation systems in m-commerce by analyzing a list of risks through
example scenarios and discusses a number of challenges of building an effective and
robust reputation system in e-commerce applications. It then describes Peer Trust, an
adaptive and dynamic reputation based trust model that helps participants or peers
to evaluate the trustworthiness of each other based on the community feedback about
participants’ past behavior. It also presents some initial experiments showing the
effectiveness, benefit and vulnerabilities of the reputation systems. Finally it discusses
a few interesting open issues.

| ntroduction

M obile commerce (m-commerce) communitiescreate enormousopportunitiesfor many,
as participants (or peers) can purchase products, access information, and interact with
each other from anywhere at any time. However, they also present risksfor participants
asthey are often established dynamically with unknown or unrelated participants. The
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open nature of such presents a big challenge for accountability. As in general e-
commerce, the partici pants have to manage the risk when interacting with other partici-
pants. Inother words, in additiontoitswirelesscommunicationlayer risks, m-commerce
isalsofacedwithall theapplicationlayer risksingeneral e-commerce. For example, aPalm
Pilot user may encounter avirusattack by downloading the Liberty Trojan masquerading
asaninnocent programfor PalmOSfrom other malicioususers, whichwill wipeout all the
contact information. Techniques such as smart cards solve part of the problem by
authentication but cannot answer the question of which players are more trustworthy.
It isvery important for usersto be able to quantify and compare the trustworthiness of
different participants so they can choosereliableand reputable onesto interact with and
filter out the unreliable ones to reduce risk.

Application and Risk Scenarios

Wefirst analyzetherisksthrough several m-commerce example scenariosandillustrate
the importance of reputation based trust systems.

M-commerce communitiescan bebuilt ontop of either traditional client-server architec-
ture or peer-to-peer wireless network. Inthefirst case, mobile devices are connected to
fixed networks through awireless gateway in order to access the servicesin the wired
Internet. It essentially replacesdesktop computerswith mobiledevicesinthetraditional
e-commercecommunitiesand allowsusersto order productsand accessinformationfrom
anywhereand at any time. Several important classesof applicationshavebeenidentified,
including transaction-based applications such as mobile auction and mobile shopping,
communication-based applications such as mobile advertising and mobile alerts, and
entertainment-based applications such as mobile music and software downloading
(Varshney, 2002). M-commerce communities can be al so built on top of aP2P network.
They aretypically formed by agroup of mobiledevicesunder the same servicecoverage
that haveacommon mission or interest. All membersor peerscommunicateover wirel ess
channelsdirectly without any fixed networking infrastructure. Such type of infrastruc-
tureisreceiving growing attention for commercial applications, such asteam collabora-
tion applications, networking intelligent sensors and cooperative robots.

M ost m-commerce security techniques or analyses deal with security concerns specific
tothewirelesscommunication such asprivacy and authenticity of wirelesscommunica-
tions(Chari, 2001). However, theapplication layer risksin general e-commercearealso
manifestedinm-commerce. Mobileclientsor peershaveto face potential threatsor risks
when interacting with unknown or unfamiliar service providers or other peers. We
summarize therisks and threats as follows:

i Transaction Specific Risks. For example, in mobile auctions scenario, buyersare
vulnerableto potential risks because malicious sellers may provideincomplete or
distorted information or fail to deliver goods.

i Malicious SMS Messages. Applications such as mobile advertising and mobile
alertstypically send advertising and alerts to mobile users using short messaging
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service (SMS) messages or short paging messages. A malicious service provider
or participant may send out malicious SM S messages that hide nefariousinstruc-
tions.

i VirusAttack. Consider the mobil e software-downl oading scenario whereamobile
user isasking for aresourcefromthe network. An adversary can respond by afake
resource with the same name as the real resource the original user islooking for,
but the actual file could beavirus. Thefirst wirelessvirus has been discoveredin
PalmOS, whichiscalled PaAlmOS/Phage litwill infect all third-party applica-
tions on the PDA device. Other wirel virus examples include the PalmOS/
LibertyCrack?2| = |janthat arrivesmasquerading asacrack program for an applica-
tioncalled Libers4 whichallowsPalmOSdevicesto run Nintendo GameBoy Games.
When run, however, the Trojan attempts to delete all applications from the
handheld and then reboot it.

i DoS Attack. The first cell phone virus hacked users of GSM mobile phones and
broadcasted a disparaging remark through SM S3| = J:hough the virus caused no
damage, it foreshadowed a potential DoS attack. IT<h adversary can disseminate
aworm that send out millions of such messages, it could deluge cell phoneswith
them, thereby overwhelming the short message system.

Reputation Systems

Reputation systems (Resnick, 2000) provide attractive techniquesto address the above
listed risks by facilitating trust and minimizing risks through reputations. Concretely,
they help participants to evaluate trustworthiness of each other and predict future
behaviors of participants based on the community feedback about the participants’ past
behavior. By harnessing the community knowledge in the form of feedback, these
systems help people decide who to trust, encourage trustworthy behavior, and deter
dishonest participation. Reputation systems are important for fostering trust and
minimizerisksintwoways. First, by collecting and aggregating feedback about partici-
pants’ past behavior, they provide away for participantsto sharetheir experiences and
knowledge so they can estimatethetrustworthinessof other participantswithwhomthey
may not have personal experiencesand in turn they can avoid malicious participantsto
reduce risk. Second, the presence of a reputation system creates the expectation of
reciprocity or retaliation in future behavior, which in turn creates an incentive for good
behavior and discourages malicious behavior.

Building such reputation-based systemsfor m-commerce communities presents anum-
ber of challenges. Themain oneishow to devel op an effectivetrust model that computes
an accurate trust value for each participant even with possible strategic malicious
behaviors of participants. Thisessentially appliesto general e-commerce communities
at large. Dellarocas (2003) provides a latest survey for research in game theory and
economics on the topic of reputation. Most of the game theoretic models assume that
stage game outcomes are publicly observed. Online feedback mechanisms, in contrast,
rely on private (pair-wise) and subjective ratings of stage game outcomes. This intro-
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duces two important considerations. One is incentive for providing feedback and the
other is the credibility or the truthfulness of the feedback.

A variety of online community sites have reputation management builtin, such aseBay,
Amazon, Y ahoo! Auction, Edeal, Slashdot, and Entrepreneur.com. Even though they
facilitate the trust among users to some extent, they al so have some common problems
and vulnerabilities. Most of these systems use a simple sum or average of the ratings as
the reputation value of a user. For example, eBay uses a summation of positive and
negative feedback. It failsto convey important subtleties of online interactions such as
whether these feedback ratings come from low-value transactions and whether the
feedback ratings are honest. It isimportant to develop effective metrics that aggregate
feedback into ameaningful trust value as an estimate of the trustworthiness of partici-
pants by incorporating all the subtleties of online interactions. We discuss below the
research challenges of developing an effective trust model in detail.

i Differentiating dishonest feedback. An important difficulty in aggregating feed-
back into asingle valueisdealing with dishonest feedback and various attacksto
thereputation systemitself. Maliciousparti cipantsmay providefal seor misleading
feedback to badmouth other participants and to fool the system. Things are made
much worse if a group of malicious participants collude to boost each other’s
ratings and damage others' ratings. An effective trust metric has to differentiate
dishonest feedback from honest ones and be robust against various malicious
mani pulations of participants.

i Context and location awar eness. Another important consideration is the context
and location awareness, as many of the applications are sensitive to the context
or thelocation of thetransactions. For exampl e, thefunctionality of thetransaction
isan important context to beincorporated into the trust metric. Amazon.com may
be trustworthy on selling books but not on providing medical devices.

i Incentive to provide feedback. Lastly, thereisalack of incentive for participants
toprovidefeedback. Itiseven more soin m-commerce communitieswheremaobile
usersmay not bother to providefeedback at all duetothe power limitationsof their
mobile devices and their on-the-road situation.

The other important challengeisrelated to how to build the supporting infrastructureto
collect, aggregate and distribute feedback and reputation information.

i Efficient and scalable reputation data dissemination. There are two alternative
ways for reputation data dissemination, namely centralized and decentralized. A
trust model can beimplemented by either scheme. For example, inthem-commerce
communitiesthat are built on top of client-server architecture, acentralized trust
server (wireless access provider or other independent service provider) can be
deployed to collect, aggregate and distribute reputation information. I n the peer-
to-peer wireless network, the P2P nature of this type of network makes the
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traditional centralized solution unfeasible, as there is no centralized server or
database. Various P2P datalocation schemes such as broadcast based scheme and
distributed hash table based schemes can be used to store and look up the
reputation data. Data replication has to be considered in order to address the
dynamics of the network such as members leaving and joining the network and
potential malicious behaviors of the peers.

i Secure trust data transmission. There are a number of known security threats at
the wireless communication layer. The reputation system infrastructure has to
guarantee the secrecy and integrity of the reputation data during their transmis-
sion. Encryption based wirel esssecurity solutionssuchasWAPWTL S4| = |PKI
schemes can be used in the implementation to ensure reputation data aresécurely
transferred.

Bearing these research issues in mind, we developed PeerTrust (Xiong, 2003) as a
dynamic and adaptive reputation based trust system for participants or peersto quantify
and compare the trustworthiness of each other. The rest of the chapter focuses on the
trust model. The next section describesthe PeerTrust model. Technical detailsincluding
the illustration of the trust metrics in the context of e-commerce and m-commerce
applications will be provided. The section followed presents some initial experiments
evaluating the trust model. The last section concludes the chapter by a summary and
points out some future research opportunities.

The Trust Model

Themain focusof PeerTrust approach isthe design and devel opment of adynamic trust
model for aggregating feedback into atrust value to quantify and assess the trustwor-
thiness of participants or peersin e-commerce communities.

Trust Parameters

A peer’ strustworthinessis defined by an eval uation of the peer it receivesin providing
serviceto other peersin the past. Such reputation reflects the degree of trust that other
peers in the community have on the given peer based on their past experiences. We
identify fiveimportant factorsfor such evaluation: (1) the feedback apeer obtainsfrom
other peers, (2) the feedback scope, such asthe total number of transactionsthat a peer
haswith other peers, (3) thecredibility factor of thefeedback source, (4) thetransaction
context factor for discriminating mission-critical transactionsfrom less or non-critical
ones, and (5) thecommunity context factor for addressing community-rel ated character-
isticsand vulnerabilities. Wenow illustrate theimportance of these parametersthrough
anumber of example scenarios.
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Feedback in Terms of Amount of Satisfaction

Reputation-based systems rely on feedback to evaluate a peer. Feedback in terms of
amount of satisfaction apeer receivesduring atransaction reflectshow well thispeer has
fulfilled itsown part of the service agreement. Some existing reputation based systems
usethisfactor aloneand computeapeer u’ strust value by asummation of all thefeedback
u receives through its transactions with other peers in the community. For example,
buyers and sellersin eBay can rate each other after each transaction (+1, 0, -1) and the
overall reputation is the sum of these ratings over the last 6 months.

Wecanclearly seethat thesefeedback-only metricsareflawed. A peer who hasperformed
dozens of transactions and cheated 1 out of every 4 cases will have a steadily rising
reputation in agiven time duration whereas a peer who has only performed 10 transac-
tions during the given time duration but has been completely honest will be treated as
lessreputableif the reputation measures are computed by a simple sum of the feedback
they receive. It isbeen proved that binary reputation mechanismswill not function well
and theresulting market outcomewill beunfair if judgment isinferred from knowledge
of the sum of positive and negative ratings alone (Dellarocas, 2001).

Number of Transactions

As described above, a peer may increase its trust value by increasing its transaction
volume to hide the fact that it frequently misbehaves at a certain rate when a simple
summation of feedback is used to model the trustworthiness of peers. The number of
transactionsisan important scope factor for comparing the feedback interms of degree
of satisfaction among different peers. An updated metric can be defined as the ratio of
thetotal amount of satisfaction peer ureceivesover thetotal number of transactions peer
u has, that is, the average amount of satisfaction peer u receives for each transaction.

However, thisis still not sufficient to measure a peer’ s trustworthiness. When consid-
ering reputation information we often account for the source of information and context.

Credibility of Feedback

The feedback peer u receives from another peer v during a transaction is simply a
statement from v regarding how satisfied v feel s about the quality of the information or
service provided by u. A peer may make false statements about another peer’s service
due to jealousy or other types of malicious motives. Consequently a trustworthy peer
may end up getting alarge number of fal se statements and may be eval uated incorrectly
even though it provides satisfactory service in every transaction.

We introduce the credibility of feedback as a basic trust building parameter, which is
equally important as the number of transactions and the feedback. The feedback from
those peers with higher credibility should be weighted more than those with lower
credibility. We have devel oped two mechanisms for measuring the credibility of apeer
in providing feedback. The concrete formulas will be discussed later.
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Transaction Context Factor

Transaction context is another important factor when aggregating the feedback from
each transaction as we have discussed earlier because of the context and location
awareness of mobiletransactions. For example, when amaobileuser istrying tocompare
potential services, the previous feedback from a mobile user who was using the same
device and wasin the same | ocation to access the service should be weighted more than
those from aregular user accessing the service from a desktop computer at home.

Other general transaction context such asthevalueand functionality areal soimportant.
For example, the size of atransaction should beincorporated to give more weight to the
feedback from larger transactions. It can act as a defense against some of the subtle
malicious attacks, such aswhen aseller devel ops agood reputation by being honest for
small transactions and tries to make a profit by being dishonest for large transactions.
It can be seen as a simplified mechanism for more sophisticated risk management in e-
commerce (Manchala, 2000).

Community Context Factor

Community contexts can be used to address non-transaction specific issues. One
example is to add a reward for peers who submit feedback. This can to some extent
alleviate the feedback incentive problem. As another example, it can be also used to
incorporate historical information, and reputation from other applicationsor communities.

General Trust Metric

We have discussed the importance of each of the five trust parameters. In this section
we formalize these parameters, present a general trust metric that combines these
parametersin acoherent scheme, and describetheformulawe useto computethevalues
for each of the parameters given a peer and the community it belongs to.

Givenarecenttimewindow, let I(u,v) denotethetotal number of | nteractionsperformed
by peer uwith v, I(u) denote the total number of interactions performed by peer u with
all other peers, p(u,i) denotethe other participating peer in peer U’ sithtransaction, S(u,i)
denote the normalized amount of Satisfaction peer u receives from p(u,i) in its ith
transaction, Cr(v) denotethe Credibility of the feedback submitted by v, TF(u,i) denote
the adaptive Transaction context Factor for peer u’sith transaction, and CF(u) denote
the adaptive Community context Factor for peer u a and S denote the normalized
weight factors, and@lrust value of peer u, dend=¥ by T(u), is defined as follows:

iy S(u,i)* (Cr (p(u,i))* TF (u,i))

1(u)

ZCr(p(u,i))*TF(u,i)

Tu=a*- +B*CF(u)
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Thefirst term isaweighted average of amount of satisfaction a peer receives for each
transaction. Theweight (Cr(p(u,i))* TF(u,i)) takesinto account the credibility of feedback
source to counter dishonest feedback, and transaction context to capture the transac-
tion-dependent characteristics. This history-based evaluation can be seen as a predic-
tion for peer u'slikelihood of asuccessful transactionin the future. A confidencevalue
can be computed and associated with the trust metric that may reflect the number of
transactions, and the standard deviation of the ratings depending on different commu-
nitiesand requirements. The second term adjuststhefirst term by anincrease or decrease
of thetrust value based on community-specific characteristics. The a and 3 parameters
can beused to assign different weightsto the feedback-based eval uation and community
context in different situations. For instance, they can be assigned properly so the trust
value is set to be either the feedback-based evaluation when the peer has enough
transactions or a default value otherwise.

Important to note is that this general trust metric may have different appearances
depending on which of the parameters are turned on and how the parameters and weight
factors are set. The design choices depend on characteristics of online communities. It
isanon-trivial problemto choosetheoptimal parametersin practice. Different usersmay
also choose different settings based on their own preferences and have their own view
of theuniverse. We emphasizethat thefirst three parameters— thefeedback, the number
of transactions, and the credibility of feedback source are important basic trust param-
etersthat should be considered in computing a peer’ strustworthinessin any communi-
ties. Weillustrate next how the basi c parameters can be coll ected or determined and how
the adaptive parameters can be set.

The Basic Metric

Wefirst consider the basic form of the general metric as shown below by turning off the
transaction context factor (TF(u,i)=1) and the community context factor (a=1and 3= 0).
It computesthetrust val ue of apeer u by awei ghted average of the amount of satisfaction
peer u receives for each transaction.

I (u)
> S(u,i)*Cr(p(u,i)
T ==

1(u)
S Cr(p(u,i))

1=1

The feedback in terms of amount of satisfaction is collected by a feedback system.
PeerTrust uses a transaction-based feedback system, where the feedback is bound to
each transaction. The system solicits feedback after each transaction and the two
participating peers give feedback about each other based on the transaction. Feedback
systemsdiffer with each other in their feedback format. They can use apositive format,
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anegative format, anumeric rating or amixed format. S(u,i) isanormalized amount of
satisfaction between 0 and 1 that can be computed based on the feedback.

Both the feedback and the number of transactions are quantitative measures and can be
collected automatically. Different from these two, the third parameter — credibility of
feedback — isaqualitative measure and needs to be computed based on past behavior
of peerswhofilefeedback. Different approaches can be used to determinethecredibility
factor and compute the credible amount of satisfaction. One way isto solicit separate
feedback for feedback themselves. This makesthe reputation system more complex and
adds more burdens on users. A simpler approach isto infer or compute the credibility
value of apeer implicitly. We discuss two such credibility measures.

The first one is to use a function of the trust value of a peer as its credibility factor
recursively so feedback from trustworthy peers are considered more credible and thus
weighted more than those from untrustworthy peers. We refer to the basic trust metric
that uses the Trust Value of a peer recursively as its credibility Measure as PeerTrust
TVM metricand it isdefined asfollows:

I (u)
> S(u,i)*T(p(u,i))
T(uy ==

1(u)

S T(pu,i)

Thissolution isbased on two assumptions. First, untrustworthy peersare morelikely to
submit false or misleading feedback in order to hide their own malicious behavior.
Second, trustworthy peersare morelikely to be honest on the feedback they provide. It
iswidely recognizedthat thefirst assumptionisgenerally true but the second assumption
may not be true at all time. For example, it is possible that a peer may maintain agood
reputation by performing high quality services but send malicious feedback to its
competitors. In this extreme case, using a function of trust value to approximate the
credibility of feedback will generate errors. Thisis because the reputation-based trust
in PeerTrust model is established in terms of the quality of service provided by peers,
rather than the quality of the feedback filed by peers.

The second credibility measureisfor apeer w to use a personalized similarity measure
toratethecredibility of another peer vthroughw' spersonalized experience. Concretely,
peer wwill use apersonalized similarity between itself and another peer vto weight the
feedback by v on any other peers. Let 1S(v) denote the Set of peersthat have Interacted
with peer v. Tomeasurethefeedback credibility of peer v, peer w computesthefeedback
similarity between w and v over IS(v) n ISw), the common set of peers they have
interacted withinthe past. If we model thefeedback by v and the feedback by w over the
common set of peers as two vectors, the credibility can be defined as the similarity
between thetwo feedback vectors. Particularly, we usetheroot-mean-square or standard
deviation (dissimilarity) of thetwo feedback vectorsto computethefeedback similarity.
We refer to the basic metric that uses the Personalized Similarity as the credibility
Measure as PeerTrust PSM metric and it is defined as follows:
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Iﬁ) S(u,i)* Im(p(u,i),w)
T =2

1(u)

ZSim(p(u,i),w)

where

(zi'z‘l“) S(xi) S i':’””) S(x,i))2

Zxcuswm IS(w) [(x,V) I (X, w)
[1S(v) N 1S(W)|

Sm(v,w) =1-

Thisnotion of local or personalized credibility measureprovidesgreat deal of flexibility
and stronger predictivevalue asthe feedback from similar ratersare given moreweight.
It may also act as an effective defense against potential malicious collusions. Given the
observation that peersin a collusive group give good ratings within the group and bad
ratingsoutsidethegroup, thefeedback similarity between apeer vinthecollusivegroup
and apeer w outside thegroup will below, whichwill effectively filter out the dishonest
feedback by peer v for peer w.

Giventhat oneof thedesign goal sof Peer Trust model isto emphasizetherolesof different
trust parametersin computing trustworthiness of peers, intherest of the chapter we will
use the above two measures as examples and study their effectiveness, benefit and
vulnerabilities. Webelievethat the study of what determinesthe precision of credibility
of feedback isby itself aninteresting and hard research problem that deserves attention
of itsown.

Adapting the Trust Metric with Context Factors

We have discussed the motivationsand scenariosfor incorporating the adaptive context
factorsinto our general trust metric. I nthissectionwe givetwo examplesof adaptingthe
metric using the transaction and community context factor respectively.

Incorporating Transaction Contexts by Transaction Context Factor

Varioustransaction contexts, such asthe size, category, or time stamp of thetransaction
and thelocation information of the transacting peer can beincorporated into the metric.
For exampl e, an adapted metricthat incorporatesthesize of atransactioni intermsof the
Dollar amount of the payment, denoted by D(u,i), is defined below so the feedback for
larger transactions are assigned more weight than those for smaller ones:
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I(ZU) S(u,i)* Cr(p(u,i))* D(u,i)

T ==

1 (u)

ZCr(p(u,i))* D(u,i)

Providing Incentives to Rate by Community Context Factor

Several remedies have been suggested to the incentive problem of reputation systems
such as market-based approaches and policy-based approach in which users will not
receiveratinginformationwithout paying or providing ratings. However, implementing
these approaches might stiflethe growth of onlinecommunitiesand fledgling electronic
markets. In PeerTrust, theincentive problem of reputation systems can be alleviated by
buildingincentivesor rewardsinto the metric through community context factor for peers
who provide feedback to others. An adapted metric can be defined below with areward
asafunction of theratio of total number of Feedback peer u giveothers, denoted asF(u),
over the total number of transactions peer u has during the recent time window. The
weight factors can be tuned to control the amount of reputation that can be gained by
rating others.

1 (u)
S(u,i)* Cr(p(u,i))
1 (u) +.B* F(U)

> Cr(p() ')

Tu)=a*-L=

Evaluation

We performed some initial experiments to evaluate PeerTrust model and show its
feasibility, effectiveness, and benefits. Thefirst oneeval uateseffectivenessof PeerTrust
model interms of its computation error against malicious manipulations of peersintwo
settings. The second one demonstrates the importance and benefit of supporting
reputation based trust in a P2P community by allowing peers to avoid untrustworthy
peers using the reputation based trust scheme.

Simulation Setup

Our initial simulated community consists of N peers and N is set to be 128 in most
experiments. The game theory research on reputation introduced two types of players
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(Dellarocas, 2003). One is commitment type or a long-run player who would always
cooperate because cooperationistheactionthat maximizestheplayer’ slifetime payoffs
if the player could credibly commit to an action for the entire duration. In contrast, a
strategic type corresponds to an opportunistic player who cheats whenever it is
advantageousfor himto do. Wesplit peersintothesetwotypesin our simulation, namely,
good peers and strategic or malicious peers. The percentage of malicious peers is
denoted by k. We have one experiment with varying k to show its effect and otherwise
kis set to be 25%.

The behavior pattern for good peersisto always cooperate in transactions and provide
honest feedback afterwards. While it is a challenging task to model peers’ malicious
behavior realistically, we start with two malicious behavior patterns to study the
robustness of PeerTrust metrics, namely non-collusive setting and collusive setting. In
non-collusive setting, malicious peers cheat during transactions and give dishonest
ratings to other peers, that is, give bad rating to a peer who cooperates and give good
rating to a peer who cheats. A malicious peer may choose to occasionally cooperatein
order to confuse other peers and fool the system. We use mrate to model the rate that
amalicious peer acts maliciously. We have one experiment varying mrate to show its
effect on trust computation effectiveness, and otherwise mrate is set to 100%. In
collusive setting, malicious peers act similarly to those in non-collusive setting, and in
addition, they formacol lusivegroup and deterministically hel p each other by performing
numerous fake transactions and give good ratings to each other.

Weuseabinary feedback systemwhereapeer ratesthe other peer either 0 or 1 according
to whether the transaction is satisfactory. The number of transactions each peer has
during thelatest timewindow, denoted by I, issettobe 100 for all peers. For comparison
purpose, we compare PeerTrust metrics to the conventional approach, referred to as
Conventional, in which an average of theratingsis used to measure the trustworthiness
of a peer without taking into account the credibility factor. All experiment results are
averaged over five runs of the experiments.

Effectiveness against M alicious Behaviors of Peers

The objective of this set of experimentsisto evaluate the effectiveness and robustness
of the trust metrics against malicious behaviors of peers. The experiments proceeds as
peers perform random transactions with each other. After 6,400 transactions in the
community, that is, an average of 100 transactionsfor each peer, agood peer isselected
to evaluate the trustworthiness of all other peers. Each experiment is performed under
both non-collusive and collusive settings described earlier. We compute the trust
computation error astheroot-mean-square (RM S) of the computed trust value of all peers
and the actual likelihood of peers performing a satisfactory transaction, whichis 1 for
good peers and (1-mrate) for malicious peers. A lower RM S indicates a better perfor-
mance.

For the first experiment, we vary the percentage of malicious peers (k) and set the
maliciousrateto 1l (mrate=1). Figure 1 representsthetrust computation error of different
PeerTrust algorithmsand the conventional approach with respect tokinthetwo settings.
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Figurel. Trust computation error with respect to per centage of malicious peersin non-
collusive setting (top) and collusive setting (bottom) @
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We can makeanumber of interesting observationsinthenon-collusivesetting. First, the
performance of the conventional approach drops almost linearly when k increases.
Without taking into account the credibility of feedback source, it is very sensitive to
malicious peers who provide dishonest feedback. Second, PeerTrust TVM stays effec-
tive when k isless than 50%. Using trust values of peersrecursively as the weight for
their feedback, they are able to filter out dishonest feedback and make correct trust
computations. However, the error becomes 100% when k is greater than 50%, which
indicatesthey completely make wrong eval uations by mistaking good peers as untrust-
worthy and malicious peers as trustworthy. This is particularly interesting because it
showsthat malicious peersare abletofool the system by overriding the honest feedback
provided by good peerswhen they arethe majority. Last, PeerTrust PSM stayseffective
even with a large percentage of malicious peers. This confirms that the personalized
similarity based credibility acts as a very effective measure to filter out dishonest
feedback. The collusive setting also presents interesting observations. Both conven-

Figure2. Trust computation error with respect to percentag 1aliciouspeersinnon-
collusive setting (top) and collusive setting (bottom) @
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tional metricand PeerTrust TV M metric areextremely sensitiveto collusiveattemptsthat
dishonestly providefeedback even when thenumber of maliciouspeersisvery small. On
the other hand, PeerTrust PSM metric, as we have expected, acts as a very effective
defense against collusion by filtering out dishonest feedback from the collusive group.

For the second experiment, we vary the maliciousrate (mrate) and set the percentage of
malicious peers to 25% (k=25%). Figure 2 compares the trust computation error of
PeerTrust metrics and the conventional metric with respect to mratein the two settings.
Again we can make a number of interesting observations in both settings. First, the
performance of the conventional approach drops when mrate increases. Second, both
PeerTrust TVM and PSM metrics have a slightly dropped performance when the
maliciousrateislessthan 100%. Thisindicatesthat| = | sare ableto confusethe system
alittlewhenthey occasionally cooperate and give ho= feedback. Thecollusive setting
shows similar results but to alarger extent.

Benefit of Trust Based Peer Selection

Thisset of experimentsdemonstratesthe benefit of using areputation based trust system
inwhich peerscomparethetrustworthiness of peersand choosethe peer with the highest
trust value to interact with. A transaction is considered successful if both of the
participating peers cooperate. We define successful transaction rate as the ratio of the
number of successful transactions over the total number of transactionsin the commu-
nity uptoacertaintime. A community with ahigher transaction successrate hasahigher
productivity and a stronger level of security. The experiment proceeds by repeatedly
having randomly selected good peersinitiating transactions. In acommunity that hasa
reputation system, the source peer sel ectsthe peer with the highest trust valueto perform
the transaction. Otherwise it randomly selects a peer. The two peers then perform the
transaction and the transaction succeeds only if the selected peer cooperates. The
experiment is performed in both non-collusive setting and collusive setting. We show
the benefit of utilizing a reputation based trust system that uses conventional and
PeerTrust metrics compared to acommunity without any trust system.

Figure 3 shows the transaction success rate with regard to the number of transactions
inthecommunity inthetwo settings. In the non-collusive setting, we can see an obvious
gain of the transaction success rate in communities equipped with atrust mechanism.
This confirms that supporting trust is an important feature, as peers are able to avoid
untrustworthy peers. We can also see different trust metrics benefit the community to
adifferent extent. Thisshowsasimilar comparisontothepreviousexperiment. Itisworth
noting, however, that the system using conventional metric achieves a transaction
success rate close to 100% even though its trust computation error is much higher than
0, shown in Figure 1. Thisis because even if the computed trust values do not reflect
accurately thelikelihood of the peershbeing cooperative, they do differentiate good peers
from bad peersin most cases by therelative ranking. Inthe collusive setting, we can see
that the transaction success rate is O for the system using conventional and PeerTrust
TVM metric. Thisindicates that malicious peers are able to completely fool these trust
schemesby collusion and render the system usel ess, even worsethan the system without
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Figure 3. Benefit of reputation based trust scheme in non-collusive (top) and collusive

setting (bottom) @
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atrust scheme. However, the system still benefits from PeerTrust PSM metric signifi-
cantly and shows robustness against the collusion.

Conclusion and Future Trends

We discussed reputation and trust and described PeerTrust model for building reputa-
tion based trust systemsfor e-commerceincluding m-commerceapplications. It alleviates
or avoids some of the security risks we discussed earlier by helping participants to
choose reputabl e participants and avoid untrustworthy ones. For example, the simplest
version of avirus attack would be that an adversary delivers avirus to a good peer or
member. With areputation based trust mechanism in place, the peer who receives the
maliciouscontent will beableto submit anegativefeedback about themaliciouspeer and
help other peersto avoid it in the future.

Not surprisingly, areputation-based trust mechanism al sointroducesvulnerabilitiesand
problems by itself. Common attacks are known as shilling attacks, where adversaries
attack the system by submitting fake or misleading ratings to confuse the system aswe
havediscussed earlier. Further, participantscan amount attacks on thetrust management
system by distributing tampered with trust information. Peer Trust triesto minimizesuch
security weaknesses. For exampl e, the use of thecredibility factor of thefeedback source
can be seen asan effective step towardshandling fake or misleading ratings| = |putation-
based feedback. The ability to incorporate various transaction and commu—¥#y contexts
can al so act agai nst some of the subtle attacks. Furthermore, by combining the proposed
trust metric and the secure trust data transmission built on top of public key crypto-
graphic algorithms, it preventsdistribution of tampered with trust information and man
in the middle attack.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.


lxiong
change "top" to "left", and "bottom" to "right"

lxiong
remove "in reputation-based feedback"


34 Xiong & Liu

There remain many interesting research problems, some of which are listed below:

i Collusion among participants. Unfortunately there is so far no mechanism that
can completely prevent thistypeof attack. Developing mechanismsthat arerobust
to collusion among participantsis currently an active area for research.

i Lack of portability of reputation between systems. Thislimitsthe effectiveness of
reputation systems. For example, if amobile user travelsto aforeign network, he
or shewould become anewcomer inthat network and loseall his/her reputationin
his or her home network. Efforts are currently underway to construct a more
universal framework ine-commerceresearch. However, itisyet toreceiveaglobal
acceptance.

i Get rid of bad history through reentry. Another risk mainly in the P2P community
is that peers can easily discard their old identity and adopt a new one through
reentry to get rid of thebad history. Potentially therearetwo classes of approaches
tothisissue: either makeit more difficult to change onlineidentities, or structure
the community in such away that exit and reentry with a new identity becomes
unprofitable (Friedman, 2001).

i One-time attack. The proposed trust building techniques are based on experi-
ences. Therefore, a peer that has been consistently reliable can perform an
unavoidable one-time attack. Although trust metrics can be adapted to quickly
detect amalicious participant’s bad behavior, it isvery hard if not impossible to
fully prevent this type of attack.

We believe efforts for promoting reputation and trust play an important role in m-
commerce security, which is a key to the acceptance and general deployment of m-
commerceapplications.
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