In the first part of this chapter we present existing work in center based clustering methods. In particular, we focus on the $k$-means and the $k$-median clustering which are two of the most widely used clustering objectives. We describe popular heuristics for these methods and theoretical guarantees associated with them. We also describe how to design worst case approximately optimal algorithms for these problems. In the second part of the chapter we describe recent work on how to improve on these worst case algorithms even further by using insights from the nature of real world clustering problems and data sets. Finally, we also summarize theoretical work on clustering data generated from mixture models such as a mixture of Gaussians.

1 Approximation algorithms for $k$-means and $k$-median

One of the most popular approaches to clustering is to define an objective function over the data points and find a partitioning which achieves the optimal solution, or an approximately optimal solution to the given objective function. Common objective functions include center based objective functions such as $k$-median and $k$-means where one selects $k$ center points and the clustering is obtained by assigning each data point to its closest center point. In $k$-median clustering the objective is to find center points $c_1, c_2, \cdots c_k$, and a partitioning of the data so as to minimize $\Phi = \sum_x \min_i d(x, c_i)$. This objective is historically very useful and well studied for facility location problems [14, 41]. Similarly the objective in $k$-means is to minimize $\Phi = \sum_x \min_i d(x, c_i)^2$. Optimizing this objective is closely related to fitting the maximum likelihood mixture model for a given dataset. For a given set of centers, the optimal clustering for that set is obtained by assigning each data point to its closest center point. This is known as the Voronoi partitioning of the data. Unfortunately optimizing both these objectives turns out to be $NP$-hard. Hence a lot of the work in the theoretical community focuses on designing good approximation algorithms for these problems [14, 10, 27, 32, 41, 45, 46, 54, 18] with formal guarantees on worst case instances, as well as providing better guarantees for nicer, stable instances. In this chapter we discuss several stepping stone results in these directions, focusing our attention on the $k$-means objective. A lot of the the ideas and techniques mentioned apply in a straightforward manner to the $k$-median objective as well. We will point out crucial differences between the two objectives as and when they appear. We will additionally discuss several practical implications of these results.
We will begin by describing a very popular heuristic for the $k$-means problem known as Lloyd’s method. Lloyd’s method [49] is an iterative procedure which starts out with a set of $k$ seed centers and at each step computes a new set of centers with a lower $k$-means cost. This is achieved by computing the Voronoi partitioning of the current set of centers and replacing each center with the center of the corresponding partition. We will describe the theoretical properties and limitations of Lloyd’s method which will also motivate the need for good worst case approximation algorithms for $k$-means and $k$-median. We will see that the method is very sensitive to the choice of the seed centers. Next we will describe a general method based on local search which achieves constant factor approximations for both the $k$-means and the $k$-median objectives. Similar to Lloyd’s method, the local search heuristic starts out with a set of $k$ seed centers and at each step swaps one of the centers for a new one resulting in a decrease in the $k$-means cost. Using a clever analysis it can be shown that this procedure outputs a good approximation to the optimal solution [45]. This is interesting, since as mention above, optimizing the $k$-means is NP-hard, in fact it is NP-hard even for $k = 2$, for points in the Euclidean space [31].

In the second part of the chapter we will describe some of the recent developments in the study of clustering objectives. These works take a non-worst case analysis approach to the problem. The basic theme is to design algorithms which give good solutions to clustering problems only when the underlying optimal solution has a meaningful structure. We will call such clustering instances as *stable* instances. We would describe in detail two recently studied notions of stability. The first one called *separability* was proposed by Ostrovsky et. al [54]. According to this notion a $k$-clustering instance is stable if it is much more expensive to cluster the data using $(k − 1)$ or fewer clusters. For such instances Ostrovsky et. al show that one can design a simple Lloyd’s type algorithm which achieves a constant factor approximation. A different notion called *approximation stability* was proposed by Balcan et. al [18]. The motivation comes from the fact that often in practice optimizing an objective function acts as a proxy for the real problem of getting close to the correct unknown ground truth clustering. Hence it is only natural to assume that any good approximation to the proxy function such as $k$-means or $k$-median will also be close to the ground truth clustering in terms of structure. Balcan et. al show that under this assumption one can design algorithms that solve the end goal of getting close to the the ground truth clustering. More surprisingly this is true even in cases where it is NP-hard to achieve a good approximation to the proxy objective.

In the last part of the chapter we briefly review existing theoretical work on clustering data generated from mixture models. We mainly focus on Gaussian Mixture Models (GMM) which are the most widely studied distributional model for clustering. We will study algorithms for clustering data from a GMM under the assumption that the mean vectors of the component Gaussians are well separated. We will also see the effectiveness of spectral techniques for GMMs. Finally, we will look at recent work on estimating the parameters of a Gaussian mixture model under minimal assumptions.

# 2 Lloyd’s method for $k$-means

Consider a set $A$ of $n$ points in the $d$-dimensional Euclidean space. We start by formally defining Voronoi partitions.

**Definition 1 (Voronoi Partition).** *Given a clustering instance $C \subset \mathbb{R}^d$ and $k$ points $c_1, c_2, \cdots c_k$, ...*
a Voronoi partitioning using these centers consists of \( k \) disjoint clusters. Cluster \( i \) consists of all the points \( x \in \mathcal{C} \) satisfying \( d(x, c_i) \leq d(x, c_j) \) for all \( j \neq i \).\(^1\)

Lloyd’s method is the most popular heuristic for \( k \)-means clustering in the Euclidean space which has been shown to be one of the top ten algorithms in data mining [66]. The method is an iterative procedure which is described below.

![Algorithm: Lloyd’s method](image)

An attractive feature of Lloyd’s method is that the \( k \)-means cost of the clustering obtained never increases. This follows from the fact that for any set of points, the 1-means cost is minimized by choosing the mean of the set as the center. Hence for any cluster \( C_i \) in the partitioning, choosing mean\((C_i)\) will never lead to a solution of higher cost. Hence if we repeat this method until there is no change in the \( k \)-means cost, we will reach a local optimum of the \( k \)-means cost function in finite time. In particular the number of iterations will be at most \( n^{O(kd)} \) which is the maximum number of Voronoi partitions of a set of \( n \) points in \( \mathbb{R}^d \) [40]. The basic method mentioned above leads to a class of algorithms depending upon the choice of the seeding method. A simple way is to start with \( k \) randomly chosen data points. This choice however can lead to arbitrarily bad solution quality as shown in Figure 1. In addition it is also known that the Lloyd’s method can take upto \( 2^n \) iterations to converge even in 2 dimensions [12, 63].
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Figure 1: Consider 4 points \{A, B, C, D\} on a line separated by distances \( x, y \) and \( z \) such that \( z < x < y \). Let \( k = 3 \). The optimal solution has centers at \( A, B \) and the centroid of \( C, D \) with a total cost of \( \frac{x^2}{2} \). When choosing random seeds, there is a constant probability that we choose \{A, C, D\}. In this case the final centers will be \( C, D \) and the centroid of \( A, B \) with a total cost of \( \frac{x^2}{2} \). This ratio can be made arbitrarily bad.

\(^1\)Ties can be broken arbitrarily.
In sum, from a theoretical standpoint, k-means with random/arbitrary seeds is not a good clustering algorithm in terms of efficiency or quality. Nevertheless, the speed and simplicity of k-means are quite appealing in practical applications. Therefore, recent work has focused on improving the initialization procedure: deciding on a better way to initialize the clustering dramatically changes the performance of the Lloyd’s iteration, both in terms of quality and convergence properties. For example, [13] showed that choosing a good set of seed points is crucial and if done carefully can itself be a good candidate solution without the need for further iterations. Their algorithm called k-means++ uses the following seeding procedure: it selects only the first center uniformly at random from the data and each subsequent center is selected with a probability proportional to its contribution to the overall error given the previous selections. See Algorithm KMEANS++ for a formal description:

**Algorithm KMEANS++**

1. Initialize a set $S$ by choosing a data point at random.
2. While $|S| < k$, choose a data point $x$ with probability proportional to $\min_{z \in S} d(x, z)^2$, and add it to $S$.
3. Output the clustering obtained by the Voronoi partitioning of the data using the centers in $S$.

[13] showed that Algorithm KMEANS++ is an $\log k$ approximation algorithm for the k-means objective. We say that an algorithm is an $\alpha$-approximation for a given objective function $\Phi$ if for every clustering instance the algorithm outputs a solution of expected cost at most $\alpha$ times the cost of the best solution. The design of approximation algorithms for $NP$-hard problems has been a fruitful research direction and has led to a wide array of tools and techniques. Formally, [13] show that:

**Theorem 1 ([13]).** Let $S$ be the set of centers output by the above algorithm and $\text{cost}(S)$ be the k-means cost of the clustering obtained using $S$ as the centers. Then $E[\text{cost}(S)] \leq O(\log k)\text{OPT}$, where $\text{OPT}$ is the cost of the optimal k-means solution.

We would like to point out that in general the output of k-means++ is not a local optimum. Hence it might be desirable in practice to run a few steps of the Lloyd’s method starting from this solution. This could only lead to a better solution.

Subsequent work of [6] introduced a streaming algorithm inspired by the k-means++ algorithm that makes a single pass over the data. They show that if one is allowed to cluster using a little more than $k$ centers, specifically $O(k \log k)$ centers, then one can achieve a constant-factor approximation in expectation to the k-means objective. The approximation guarantee was improved in [5]. Such approximation algorithms which use more than $k$ centers are also known as bi-criteria approximations.

As mentioned earlier, Lloyd’s method can take up to exponential iterations in order to converge to a local optimum. However [11] showed that the method converges quickly on an “average” instance. In order to formalize this, they study the problem under the smoothed analysis framework of [62]. In the smoothed analysis framework the input is generated by applying a small Gaussian perturbation to an adversarial input. [62] showed that the simplex method takes polynomial number of iterations on such smoothed instances. In a similar spirit, [11] showed that for smoothed instances Lloyd’s method runs in time polynomial
in \( n \), the number of points and \( \frac{1}{\sigma} \), the standard deviation of the Gaussian perturbation. However, these works do not provide any guarantee on the quality of the final solution produced.

We would like to point out that in principle the Lloyd’s method can be extended to the \( k \)-median objective. A natural extension would be to replace the mean computation in the Reseeding step with computing the median of a set of points \( X \) in the Euclidean space, i.e., a point \( c \in \mathbb{R}^d \) such that \( \sum_{x \in X} d(x, c) \) is minimized. However this problem turns out to be NP-hard [50]. For this reason, the Lloyd’s method is typically used only for the \( k \)-means objective.

### 3 Properties of the \( k \)-means objective

In this section we provide some useful facts about the \( k \)-means clustering objective. We will use \( \mathcal{C} \) to denote the set of \( n \) points which represent a clustering instance. The first fact can be used to show that given a Voronoi partitioning of the data, replacing a given center with the mean of the corresponding partition can never increase the \( k \)-means cost.

**Fact 2.** Consider a finite set \( X \subset \mathbb{R}^d \) and \( c = \text{mean}(X) \). For any \( y \in \mathbb{R}^d \), we have that,

\[
\sum_{x \in X} d(x, y)^2 = \sum_{x \in X} d(x, c)^2 + |X| d(c, y)^2.
\]

**Proof.** Representing each point in the coordinate notation as \( x = (x_1, x_2, \cdots, x_d) \), we have that

\[
\sum_{x \in X} d(x, y)^2 = \sum_{x \in X} \sum_{i=1}^{d} |x_i - y_i|^2
\]

\[
= \sum_{x \in X} \sum_{i=1}^{d} (|x_i - c_i|^2 + |c_i - y_i|^2 + 2(x_i - c_i)(c_i - y_i))
\]

\[
= \sum_{x \in X} d(x, c)^2 + |X| d(c, y)^2 + \sum_{i=1}^{d} 2(c_i - y_i) \sum_{x \in X} (x_i - c_i)
\]

\[
= \sum_{x \in X} d(x, c)^2 + |X| d(c, y)^2
\]

Here the last equality follows from the fact that for any \( i \), \( c_i = \sum_{x \in X} x_i / n \). \( \square \)

An easy corollary of the above fact is the following,

**Corollary 3.** Consider a finite set \( X \subset \mathbb{R}^d \) and let \( c = \text{mean}(X) \). We have \( \sum_{x, y \in X} d(x, y)^2 = 2|X| \sum_{x \in X} d(x, c)^2 \).

Below we prove another fact which will be useful later.
Fact 4. Let \( X \subset \mathbb{R}^d \) be a finite set of points. Let \( \Delta_1^2(X) \) denote the 1-means cost of \( X \). Given a partition of \( X \) into \( X_1 \) and \( X_2 \) such that \( c = \text{mean}(X) \), \( c_1 = \text{mean}(X_1) \) and \( c_2 = \text{mean}(X_2) \), we have that \( a) \Delta_1^2(X) = \Delta_1^2(X_1) + \Delta_1^2(X_2) + \frac{|X_1||X_2|}{|X|}d(c_1, c_2)^2 \) and \( b) d(c, c_1)^2 \leq \frac{\Delta_1^2(X)\|X_2\|}{|X||X_1|} \).

Proof. We can write \( \Delta_1^2(X) = \sum_{x \in X_1} d(x, c)^2 + \sum_{x \in X_2} d(x, c)^2 \). Using Fact 2 we can write

\[
\sum_{x \in X_1} d(x, c)^2 = \Delta_1^2(X_1) + |X_1|d(c, c_1)^2.
\]

Similarly, \( \sum_{x \in X_2} d(x, c)^2 = \Delta_1^2(X_2) + |X_2|d(c, c_2)^2 \). Hence we have

\[
\Delta_1^2(X) = \Delta_1^2(X_1) + \Delta_1^2(X_2) + |X_1|d(c, c_1)^2 + |X_2|d(c, c_2)^2.
\]

Part (a) follows by substituting \( c = \frac{|X_1|c_1 + |X_2|c_2}{|X_1| + |X_2|} \) in the above equation.

From Part (a) we have that

\[
\Delta_1^2(X) \geq \frac{|X_1||X_2|}{|X|}d(c_1, c_2)^2.
\]

Part (b) follows by substituting \( c_2 = \frac{(|X_1| + |X_2|)}{X_2}c - \frac{|X_1|}{|X_2|}c_1 \) above. \( \square \)

4 Local search based algorithms

In the previous section we saw that a carefully chosen seeding can lead to a good approximation for the \( k \)-means objective. In this section we will see how to design much better (constant factor) approximation algorithms for \( k \)-means (as well as \( k \)-median). We will describe a very generic approach based on local search. These algorithms work by making local changes to a candidate solution and improving it at each step. They have been successfully used for a variety of optimization problems \([7, 26, 34, 38, 55, 58]\). Kanungo et. al \([45]\) analyzed a simple local search based algorithm for \( k \)-means as described below.

**Algorithm LOCAL SEARCH**

1. **Initialization:** Choose \( k \) data points arbitrarily. Let this set be \( S \). Let \( \text{cost}(S) \) denote the cost of the \( k \)-means solution using \( S \) as centers.

2. **Local swap:** While \( \exists x \in S \) and a data point \( y \) such that \( \text{cost}(S - x + y) < \text{cost}(S) \),

\[
S = S - x + y.
\]

**Theorem 5** ([45]). Let \( S \) be the final set of centers returned by the above procedure. Then, \( \text{cost}(S) \leq 50\text{OPT} \).

In order to prove the above theorem we start by building up some notation. Let \( T \) be the set of \( k \) data points returned by the local search algorithm as candidate centers. Let \( O \)
be the set of $k$ data points which achieve the minimum value of the $k$-means cost function among all sets of $k$ data points. Note that the centers in $O$ do not necessarily represent the optimal solution as the optimal centers might not be data points. However, using the next lemma one can show that using data points as centers is only twice as bad as the optimal solution.

**Lemma 6.** Given $C \subseteq \mathbb{R}^d$, and the optimal $k$-means clustering of $C$, $\{C_1, C_2, \cdots C_k\}$, there exists a set $S$ of $k$ data points such that $\text{cost}(S) \leq 2\text{OPT}$.

**Proof.** For a given set $C \subseteq \mathbb{R}^d$, let $\Delta_{1}^2$ represent the 1-means cost of $C$. From Fact 2 it is easy to see that this cost is achieved by choosing the mean of $C$ as the center. In order to prove the above lemma it is enough to show that for each optimal cluster $C_i$ with mean $c_i$, there exists a data point $x_i \in C_i$ such that $\sum_{x \in C_i} d(x, x_i)^2 \leq 2\Delta_{1}^2(C_i)$. Let $x_i$ be the data point in $C_i$ which is closest to $c_i$. Again using Fact 2 we have $\sum_{x \in C_i} d(x, x_i)^2 = \Delta_{1}^2(C_i) + |C_i|d(x, c_i)^2 \leq 2\Delta_{1}^2(C_i)$. 

Hence it is enough to compare the cost of the centers returned by the algorithm to the cost of the optimal centers using data points. In particular, we will show that $\text{cost}(T) \leq 25\text{cost}(O)$. We start with the simple observation that by the property of the local search algorithm, for any $t \in T$, and $o \in O$, swapping $t$ for $o$ results in an increase in cost. In other words

$$\text{cost}(T - t + o) - \text{cost}(T) \geq 0 \quad (4.1)$$

The main idea is to add up Equation 4.1 over a carefully chosen set of swaps $\{o, t\}$ to get the desired result. In order to describe the set of swaps chosen we start by defining a cover graph

**Definition 2.** A cover graph is a bipartite graph with the centers in $T$ on one side and the centers in $O$ on the other side. For each $o \in O$, let $t_o$ be the point in $T$ which is closest to $o$. The cover graph contains edges of the form $o, t_o$ for all $o \in O$.

![Cover Graph](image)

**Figure 2:** An example cover graph.

Next we use the cover graph to generate the set of useful swaps. For each $t \in T$ which has degree 1 in the cover graph, we output the swap pair $\{t, o\}$ where $o$ is the point connected to $t$. Let $T'$ be the degree 0 vertices in the cover graph. We pair the remaining vertices $o \in O$ with the vertices in $T'$ such that each vertex in $O$ has degree 1 and each vertex in $T'$ has degree at most 2. To see that such a pairing will exist notice that for any $t \in T$ of degree $k > 1$ there will exist $k - 1$ distinct zero vertices in $T$; these vertices can be paired to vertices in $O$ connected to $t$ maintaining the above property. We then output all the edges in this pairing as the set of useful swaps.
4.1 Bounding the cost of a swap

Consider a swap \{o, t\} output by using the cover graph. We will apply Equation 4.1 to this pair. We will explicitly define a clustering using centers in \( T - t + o \) and upper bound its cost. We will then use the lower bound of \( \text{cost}(T) \) from Equation 4.1 to get the kind of equations we want to sum up over. Let the clustering given by centers in \( T \) be \( C_1, C_2, \ldots, C_k \). Let \( C_o^* \) be the cluster corresponding to center \( o \) in the optimal clustering given by \( O \). Let \( o_x \) be the closest point in \( O \) to \( x \). Similarly let \( t_x \) be the closest point in \( T \) to \( x \). The key property satisfied by any output pair \{o, t\} is the following

**Fact 7.** Let \{o, t\} be a swap pair output using the cover graph. Then we have that for any \( x \in C_t \) either \( o_x = o \) or \( t_o \neq t \).

*Proof.* Assume that for some \( x \in C_t \), \( o_x = o' \neq o \). By the procedure used to output swap pairs we have that \( t \) has degree 1 or 0 in the cover graph. In addition, if \( t \) has degree 1 then \( t_o = t \). In both the cases we have that \( t_o \neq t \). □

Next we create a new clustering by swapping \( o \) for \( t \) and assigning all the points in \( C_o^* \) to \( o \). Next we reassign points in \( C_t \setminus C_o^* \). Consider a point \( x \in C_t \setminus C_o^* \). Clearly \( o_x \neq o \). Let \( t_o \) be the point in \( T \) which is connected to \( o_x \) in the cover graph. We assign \( x \) to \( t_o \). One needs to ensure here that \( t_o \neq t \) which follows from Fact 7. From Equation 4.1 the increase in cost due to this reassignment must be non-negative. In other words we have

\[
\sum_{x \in C_o^*} (d(x, o)^2 - d(x, t_x)^2) + \sum_{x \in C_t \setminus C_o^*} (d(x, t_o)^2 - d(x, t)^2) \geq 0 \tag{4.2}
\]

We will add up Equation 4.2 over the set of all good swaps.

4.2 Adding it all up

In order to sum up over all swaps notice that in the first term in Equation 4.2 every point \( x \in C \) appears exactly once by being in \( C_o^* \) for some \( o \in O \). Hence the sum over all swaps of the first term can be written as \( \sum_{x \in C} (d(x, o_x)^2 - d(x, t_x)^2) \). Consider the second term in Equation 4.2. We have that \( (d(x, t_o)^2 - d(x, t)^2)) \geq 0 \) since \( x \) is in \( C_t \). Hence we can replace the second summation over all \( x \in C_t \) without affecting the inequality. Also every point \( x \in C \) appears at most twice in the second term by being in \( C_t \) for some \( t \in T \). Hence the sum over all swaps of the second term is at most \( \sum_{x \in C} (d(x, t_o)^2 - d(x, t_x)^2) \). Adding these up and rearranging we get that

\[
\text{cost}(O) - 3\text{cost}(T) + 2R \geq 0 \tag{4.3}
\]

Here \( R = \sum_{x \in C} d(x, t_o)^2 \).

In the last part we will upper bound the quantity \( R \). \( R \) represents the cost of assigning every point \( x \) to a center in \( T \) but not necessarily the closest one. Hence, \( R \geq \text{cost}(T) \geq \text{cost}(O) \). However we next show that this reassignment cost is not too large.
Notice that \( R \) can also be written as \( \sum_{o \in O} \sum_{x \in C_o^*} d(x, t_o)^2 \). Also \( \sum_{x \in C_o^*} d(x, t_o)^2 = \sum_{x \in C_o^*} d(x, o)^2 + |C_o^*|d(o, t_o)^2 \). Hence we have that \( R = \sum_{o \in O} \sum_{x \in C_o^*} (d(x, o)^2 + d(o, t_o)^2) \). Also note that \( d(o, t_o) \leq d(o, x) \) for any \( x \). Hence we have that \( R = \sum_{o \in O} \sum_{x \in C_o^*} (d(x, o)^2 + d(o, t_o)^2) \).

Using triangle inequality we know that \( d(o, t_x) \leq d(o, x) + d(x, t_x) \). Substituting above and expanding we get that

\[
R \leq 2\text{cost}(O) + \text{cost}(T) + 2 \sum_{x \in C} d(x, o_x)d(x, t_x) \tag{4.4}
\]

The last term in the above equation can be bounded using Cauchy-Schwarz inequality as \( \sum_{x \in C} d(x, o_x)d(x, t_x) \leq \sqrt{\text{cost}(O) \sqrt{\text{cost}(S)}} \). So we have that \( R \leq 2\text{cost}(O) + \text{cost}(T) + 2 \sqrt{\text{cost}(O) \sqrt{\text{cost}(S)}} \). Substituting this in Equation 4.3 and solving we get the desired result that \( \text{cost}(T) \leq 25\text{cost}(O) \). Combining this with Lemma 6 proves Theorem 5.

A natural generalization of Algorithm Local search is to swap more than one centers at each step. This could potentially lead to a much better local optimum. This multi-swap scheme was analyzed by [45] and using a similar analysis as above one can show the following

**Theorem 8.** Let \( S \) be the final set of centers by the local search algorithm which swaps upto \( p \) centers at a time. Then we have that \( \text{Cost}(S) \leq 2(3 + 2p)^2\text{OPT} \), where \( \text{OPT} \) is the cost of the optimal \( k \)-means solution.

For the case of \( k \)-median the same algorithm and analysis gives [14]

**Theorem 9.** Let \( S \) be the final set of centers by the local search algorithm which swaps upto \( p \) centers at a time. Then we have that \( \text{Cost}(S) \leq (3 + 2p)\text{OPT} \), where \( \text{OPT} \) is the cost of the optimal \( k \)-median solution.

This approximation factor for \( k \)-median has recently been improved to \( (1 + \sqrt{3} + \epsilon) \) [48]. For the case of \( k \)-means in Euclidean space [46] give an algorithm which achieves a \( (1 + \epsilon) \) approximation to the \( k \)-means objective for any constant \( \epsilon > 0 \). However the runtime of the algorithm depends exponentially in \( k \) and hence it is only suitable for small instances.

### 5 Clustering of stable instances

In this part of the chapter we delve into some of the more modern research in the theory of clustering. In recent past there has been an increasing interest in designing clustering algorithms that enjoy strong theoretical guarantees on non-worst case instance. This is
of significant interest for two reasons: a) From a theoretical point of view, this helps us understand and characterize the class of problems for which one can get optimal or close to optimal guarantees, b) From a practical point of view, real world instances often have additional structure that could be exploited to get better performance. Compared to worst case analysis, the main challenge here is to formalize well motivated and interesting additional structures of clustering instances under which good algorithms exist. In this section we present two popular interesting notions.

5.1 $\epsilon$-separability

This notion of stability was proposed by Ostrovsky et al. [54]. Given an instance of $k$-means clustering, let $\text{OPT}(k)$ denote the cost of the optimal $k$-means solution. We can also decompose $\text{OPT}(k)$ as $\text{OPT} = \sum_{i=1}^{k} \text{OPT}_i$, where $\text{OPT}_i$ denotes the 1-means cost of cluster $C_i$, i.e., $\sum_{x \in C_i} d(x, c_i)^2$. Such an instance is called $\epsilon$-separable if it satisfies $\text{OPT}(k-1) > \frac{1}{\epsilon^2} \text{OPT}(k)$.

The definition is well motivated and natural in the following sense. When approaching a clustering problem, one typically has to decide how many clusters one wants to partition the data into, i.e., the value of $k$. If the $k$-means objective is the underlying criteria being used to judge the quality of a clustering, and the optimal $(k-1)$-means clustering is comparable to the optimal $k$-means clustering, then one can in principle also use $(k-1)$ clusters to describe the data set. Hence, the clustering instance is not well behaved or not stable. In fact this particular method is a very popular heuristic to find out the number of hidden clusters in the data set. In other words choose the value of $k$ at which there is a significant increase in the $k$-means cost when going from $k$ to $k-1$. It was shown by Ostrovsky et al. [54] that one can design much better approximation algorithms for such instances.

**Theorem 10** ([54]). There is a polynomial time algorithm which given any $\epsilon$-separable 2-means instance returns a clustering of cost at most $\frac{\text{OPT}}{1-\rho}$ with probability at least $1 - O(\rho)$ where $\rho = \Theta(\epsilon^2)$.

**Theorem 11** ([54]). There is a polynomial time algorithm which given any $\epsilon$-separable $k$-means instance a clustering of cost at most $\frac{\text{OPT}}{1-\rho}$ with probability $1 - O((\rho)^{1/4})$ where $\rho = \Theta(\epsilon^2)$.

5.2 Proof Sketch and Intuition for Theorem 10

Define $r_i$ to be the radius of cluster $C_i$ in the optimal $k$-means clustering, i.e., $r_i^2 = \frac{\text{OPT}_i}{|C_i|}$. The main observation is that under the $\epsilon$-separability condition, the optimal $k$-means clustering is “spread out”. In other words, the radius of any cluster is much smaller than the inter cluster distances. This can be formulated in the following lemma

**Lemma 12.** $\forall i, j, d(c_i, c_j)^2 \geq \frac{1-\epsilon^2}{\epsilon^2} \max(r_i^2, r_j^2)$.

**Proof.** Given an $\epsilon$-separable instance of $k$-means, consider any two clusters $C_i$ and $C_j$ in the optimal clustering with centers $c_i$ and $c_j$ respectively. Consider the $(k-1)$ clustering
obtained by deleting $c_j$ and assigning all the points in $C_j$ to $C_i$. By $\epsilon$-separability, the cost of this new clustering must be at least $\frac{\text{OPT}}{\epsilon^2}$. However the increase in the cost will be exactly $|C_j|d(c_i, c_j)^2$. This follows from the simple observation stated in Fact 2. Hence we have that $|C_j|d(c_i, c_j)^2 > (\frac{1}{\epsilon^2} - 1)\text{OPT}$. This gives us that $r_j^2 = \frac{\text{OPT}}{|C_j|} \leq \frac{\epsilon^2}{1-\epsilon^2}d(c_i, c_j)^2$. Similarly, if we delete $c_i$ and assign all the points in $C_i$ to $C_j$ we get that $r_i^2 \leq \frac{\epsilon^2}{1-\epsilon^2}d(c_i, c_j)^2$. 

When dealing with the two means problem, if one could find two initial candidate center points which are close to the corresponding optimal centers, then we could hope to run a Lloyd’s type step and improve the solution quality. In particular if we could find $c_1$ and $c_2$ such that $d(c_1, c_1)^2 \leq \alpha r_1^2$ and $d(c_2, c_2)^2 \leq \alpha r_2^2$, then we know from Fact 2 that using these center points will give us a $(1 + \alpha)$ approximation to OPT. Lemma 12 suggests the following approach: pick data points $x$, $y$ with probability proportional to $d(x, y)^2$. We will show that this will lead to seed points $\hat{c}_1$ and $\hat{c}_2$ not too far from the optimal centers. Applying a Lloyd type reseeding step will then lead us to the final centers which will be much closer to the optimal centers. We start by defining the core of a cluster.

**Definition 3 (Core of a cluster).** Let $\rho < 1$ be a constant. We define $X_i = \{x \in C_i : d(x, c_i)^2 \leq \frac{\epsilon^2}{\rho}\}$. We call $X_i$ as the core of the cluster $C_i$.

We next show that if we pick initial seeds $\{\hat{c}_1, \hat{c}_2\} = \{x, y\}$ with probability proportional to $d(x, y)^2$ then with high probability the points lie within the core of different clusters.

**Lemma 13.** For sufficiently small $\epsilon$ and $\rho = \frac{100\epsilon^2}{1-\epsilon^2}$, we have $\Pr[\{\hat{c}_1, \hat{c}_2\} \cap X_1 \neq \emptyset$ and $\{x, y\} \cap X_2 \neq \emptyset] = 1 - O(\rho)$.

![Figure 3: An $\epsilon$-separable 2-means instance](image)

**Proof Sketch.** For simplicity assume that the sizes of the two clusters is the same, i.e., $|C_i| = |C_j| = n/2$. In this case, we have $r_1^2 = r_2^2 = \frac{2\text{OPT}}{n} = r^2$. Also, let $d^2(c_1, c_2) = d^2$. From $\epsilon$-separability, we know that $d^2 > \frac{1-\epsilon^2}{\epsilon^2}r^2$. Also, from the definition of the core, we know that at least $(1 - \rho)$ fraction of the mass of each cluster lies within the core. Hence, the clustering instance looks like the one showed in Figure 3. Let $A = \sum_{x \in X_1, y \in X_2} d(x, y)^2$ and $B = \sum_{x, y \in C} d(x, y)^2$. Then the probability of the event is exactly $\frac{A}{B}$. Let’s analyze quantity $B$ first. The proof goes by arguing that the pairwise distances between $X_1$ and $X_2$ will dominate $B$. This is because of Lemma 12 which says that $d^2$ is much greater than
$r^2$, the average radius of a cluster. More formally, from Corollary 3 and from Fact 4 we can get that $B = n\Delta_1^2(C) = n\Delta_2^2(C) + n^2/4d^2$. In addition $\epsilon$-separability tells us that $\Delta_1^2(C) > 1/\epsilon^2\Delta_2^2(C)$. Hence we get that $B \leq \frac{n^2}{4(1-\epsilon^2)}d^2$.

Let’s analyze $A = \sum_{x \in X_1, y \in X_2} d(x, y)^2$. From triangle inequality, we have that for any $x \in X_1$, $y \in X_2$, $d^2(x, y) \geq (d - 2r/\sqrt{\rho})^2$. Hence $A \geq \frac{1}{4}(1 - \rho)^2n^2(d - 2r/\sqrt{\rho})^2$. Substituting these bounds and using the fact that $\rho O(\epsilon^2)$, gives us that $A/B \geq (1 - O(\rho))$. \hfill \Box

Using these initial seeds we now show that a single step of a Lloyd’s type method can yield good a solution. Define $r = d(\hat{c}_1, \hat{c}_2)/3$. Define $\bar{c}_1$ as the mean of the points in $B(\hat{c}_1, r)$ and $\bar{c}_2$ as the mean of the points in $B(\hat{c}_2, r)$. Notice that instead of taking the mean of the Voronoi partition corresponding to $\hat{c}_1$ and $\hat{c}_2$, we take the mean of the points within a small radius of the given seeds.

**Lemma 14.** Given $\hat{c}_1 \in X_1$ and $\hat{c}_2 \in X_2$, the clustering obtained using $\hat{c}_1$ and $\hat{c}_2$ as centers has 2-means cost at most $\frac{OPT}{1 - \rho}$.

**Proof.** We will first show that $X_1 \subseteq B(\hat{c}_1, r) \subseteq C_1$. Using Lemma 12 we know that $d(\hat{c}_1, c_1) \leq \frac{\rho(1-\epsilon)}{\epsilon}d(\hat{c}_1, c_2) \leq d(\hat{c}_1, c_2)/10$ for sufficiently small $\epsilon$. Similarly $d(\hat{c}_2, c_2) \leq d(c_1, c_2)/10$. Hence we get that $4/5 \leq r \leq 6/5$. So for any $z \in B(\hat{c}_1, r)$, $d(z, c_1) \leq d(c_1, c_2)/2$. Hence $z \in C_1$. Also for any $z \in X_1$, $d(z, \hat{c}_1) \leq 2r^2/\rho$ $\leq r$. Similarly one can show that $X_2 \subseteq B(\hat{c}_2, r) \subseteq C_2$. Now applying Fact 4 we can claim that $d(\hat{c}_1, c_1) \leq \frac{\rho}{1 - \rho}r_1^2$ and $d(\hat{c}_2, c_2) \leq \frac{\rho}{1 - \rho}r_2^2$. So using $\bar{c}_1$ and $\bar{c}_2$ as centers we get a clustering of cost at most $OPT + \frac{\rho}{1 - \rho}OPT = \frac{OPT}{1 - \rho}$. \hfill \Box

Summarizing the discussion above, we have the following simple algorithm for the 2-means problem.

**Algorithm 2-MEANS**

1. Choose initial seeds $x, y$ with probability proportional to $d(x, y)^2$.
2. Given seeds $\hat{c}_1, \hat{c}_2$, let $r = d(\hat{c}_1, \hat{c}_2)/3$. Define $\bar{c}_1 = mean(B(\hat{c}_1, r))$ and $\bar{c}_2 = mean(B(\hat{c}_2, r))$. Cluster points according to their distance from $\bar{c}_1$ and $\bar{c}_2$.

### 5.3 Proof Sketch and Intuition for Theorem 11

In order to generalize the above argument to the case of $k$ clusters, one could follow a similar approach and start with $k$ initial seed centers. Again we start by choosing $x, y$ with probability proportional to $d(x, y)^2$. After choosing a set of $U$ points, we choose the next point $z$ with probability proportional to $\min_{c \in W} d(z, c)$ $\text{c}^2$. Using a similar analysis as in Lemma 13 one can show that if we pick $k$ seeds then with probability $(1 - O(\rho))^k$
they will lie with the cores of different clusters. However this probability of success is exponentially small in $k$ and is not good for our purpose. The approach taken in [54] is to sample a larger set of points and argue that with high probability it is going to contain $k$ seed points from the “outer” cores of different clusters. Here we define outer core of a cluster as $X_{i,\text{out}} = \{x \in C_i : d(x, c_i)^2 \leq \frac{r_i^2}{\rho^2}\}$ – so this notion is similar to the core notion for $k=2$ except that the radius of the core is bigger by a factor of $1/(\rho)$ than before. We would like to again point out a similar seeding procedure as the one described above is used in the $k$-means++ algorithm [13](See Section 2). One can show that using $k$ seed centers in this way gives an $O(\log(k))$-approximation to the $k$-means objective in the worst case.

Lemma 15 ([54]). Let $N = \frac{2k}{1-5\rho} + \frac{2\ln(2/\delta)}{(1-5\rho)\rho}$, where $\rho = \sqrt{\epsilon}$. If we sample $N$ points using the sampling procedure then $Pr[ \forall j = 1 \cdots k, \text{there exists some } \hat{x}_i \in X_{j,\text{out}} ] \geq 1 - \delta$

Since we sample more than $k$ points in the first step, one needs to extract $k$ good seed points out of this set before running the Lloyd step. This is achieved by the following greedy procedure:

```
Algorithm Greedy deletion procedure
1. Let $S$ denote the current set of candidate centers. Let $cost(S)$ denote the $k$-means cost of the Voronoi partition using $S$. Similarly, for $x \in S$ denote $cost(S_x)$ be the $k$-means cost of the Voronoi partition using $S \setminus \{x\}$.
2. While $|S| > k$
   * remove a point $x$ from $S$, such that $cost(S_x) - cost(S)$ is minimum.
   * For every remaining point $x \in S$, let $R(x)$ denote the Voronoi set corresponding to $x$. Replace $x$ by mean($R(x)$).
```

At the end of the greedy procedure we have the following guarantee

Lemma 16. For every optimal center $c_i$, there is a point $\hat{c}_i \in S$, such that $d(c_i, \hat{c}_i) \leq \frac{D_i}{10}$. Here $D_i = \min_{j \neq i} d(c_i, c_j)$.

Using the above lemma and applying the same Lloyd step as in the 2-means problem we get a set of $k$ good final centers. These centers have the property that for each $i$, $d(c_i, \bar{c}_i) \leq \frac{p}{1-\rho}r_i^2$. Putting the above argument formally we get the desired result.

5.4 Approximation stability

In [18] Balcan et al. introduce and analyze a class of approximation stable instances for which they provide polynomial time algorithms for finding accurate clustering. The starting point of this work, is that for many problems of interest to machine learning, such as as clustering proteins by function, images by subject, or documents by topic, there is some unknown correct target clustering. In such cases the implicit hope when pursuing an objective based clustering approach ($k$-means or $k$-median) is that approximately optimizing the objective
function will in fact produce a clustering of low clustering error, i.e. a clustering that is point wise close to the target clustering. Balcan et al. have shown that by making this implicit assumption explicit, one can efficiently compute a low-error clustering even in cases when the approximation problem of the objective function is NP-hard! This is quite interesting since it shows that by exploiting the properties of the problem at hand one can solve the desired problem and bypass worst case hardness results. A similar stability assumption, regarding additive approximations, was presented in [51]. The work of [51] studied sufficient conditions under which the stability assumption holds true.

Formally, the approximation stability notion is defined as follows:

**Definition 4** (((1 + α, ε)-approximation-stability)). Let $X$ be a set of $n$ points residing in a metric space $\mathcal{M}$. Given an objective function $\Phi$ (such as $k$-median, $k$-means, or min-sum), we say that instance $(\mathcal{M}, X)$ satisfies $(1 + \alpha, \epsilon)$-approximation-stability for $\Phi$ if all clusterings $C$ with $\Phi(C) \leq (1 + \alpha) \cdot \text{OPT}_\Phi$ are $\epsilon$-close to the target clustering $C_T$ for $(\mathcal{M}, S)$.

Here the term “target” clustering refers to the ground truth clustering of $X$ which one is trying to approximate. The distance between any two $k$ clusterings $C$ and $C^*$ of $n$ points is measured as $\text{dist}(C, C^*) = \min_{\sigma \in S_k} \frac{1}{n} \sum_{i=1}^{k} |C_i \setminus C^*_\sigma(i)|$. Interestingly, this approximation stability condition implies a lot of structure about the problem instance which could be exploited algorithmically. For example, we can show the following.

**Theorem 17.** [18] If the given instance $(\mathcal{M}, S)$ satisfies $(1 + \alpha, \epsilon)$-approximation-stability for the $k$-median or the $k$-means objective, then we can efficiently produce a clustering that is $O(\epsilon + \epsilon/\alpha)$-close to the target clustering $C_T$.

Notice that the above theorem is valid even for values of $\alpha$ for which getting a $(1 + \alpha)$-approximation to $k$-median and $k$-means is NP-hard! In a recent paper, [4] show that running the kmeans++ algorithm for approximation stable instances of $k$-means gives a constant factor approximation with probability $\Omega\left(\frac{1}{k}\right)$. In the following we will provide a sketch of the proof of Theorem 17 for $k$-means clustering.

### 5.5 Proof Sketch and Intuition for Theorem 17

Let $C_1, C_2, \ldots, C_k$ be an optimal $k$-means clustering of $C$. Let $c_1, c_2, \ldots, c_k$ be the corresponding cluster centers. For any point $x \in C_i$, let $w(x)$ be the distance of $x$ to its cluster center. Similarly let $w_2(x)$ be the distance of $x$ to the second closest center. The value of the optimal solution can then be written as $\text{OPT} = \sum_{x} w(x)^2$. The main implication of approximation stability is that most of the points are much closer to their own center than to the centers of other clusters. Specifically:

**Lemma 18.** If the instance $(\mathcal{M}, X)$ satisfies $(1 + \alpha, \epsilon)$-approximation-stability then less than $6\epsilon n$ points satisfy $w_2(x)^2 - w(x)^2 \leq \frac{\alpha \text{OPT}}{2\epsilon n}$.

**Proof.** Let $C^*$ be the optimal $k$-means clustering. First notice that by approximation-stability $\text{dist}(C^*, C_T) = \epsilon^* \leq \epsilon$. Let $B$ be the set of points that satisfy $w_2(x)^2 - w(x)^2 \leq \frac{\alpha \text{OPT}}{2\epsilon n}$. Let us assume that $|B| > 6\epsilon n$. We will create a new clustering $C'$ by transferring some of the points in $B$ to their second closest center. In particular it can be shown that there exists a subset
of size $|B|/3$ such that for each point reassigned in this set, the distance of the clustering to $C^*$ increases by $1/n$. Hence we will have a clustering $C'$ which is $2\epsilon$ away from $C^*$ and at least $\epsilon$ away from $C_T$. However the increase in cost in going from $C^*$ to $C'$ is at most $\alpha \OPT$. This contradicts the approximation stability assumption.

Let us define $d_{\text{crit}} = \sqrt{\frac{\alpha \OPT}{50\epsilon n}}$ as the critical distance. We call a point $x$ good if it satisfies $w(x)^2 < d_{\text{crit}}^2$ and $w_2(x)^2 - w(x)^2 > 25d_{\text{crit}}^2$. Otherwise we call $x$ as a bad point. Let $B$ be the set of all bad points and let $G_i$ be the good points in target cluster $i$. By Lemma 18 at most $6\epsilon n$ points satisfy $w_2(x)^2 - w(x)^2 > 25d_{\text{crit}}^2$. Also from Markov’s inequality at most $\frac{50\epsilon n}{\alpha}$ points can have $w(x)^2 > d_{\text{crit}}^2$. Hence $|B| = O(\epsilon/\alpha)$.

Given Lemma 18, if we then define the $\tau$-threshold graph $G_\tau = (S, E_\tau)$ to be the graph produced by connecting all pairs $\{x, y\} \in \binom{C}{2}$ with $d(x, y) < \tau$, and consider $\tau = 2d_{\text{crit}}$ we get the following two properties:

1. For $x, y \in C_i^*$ such that $x$ and $y$ are good points, we have $\{x, y\} \in E(G_\tau)$.
2. For $x \in C_i^*$ and $y \in C_j^*$ such that $x$ and $y$ are good points, $\{x, y\} \notin E(G_\tau)$.
3. For $x \in C_i^*$ and $y \in C_j^*$, $x$ and $y$ do not have any good point as a common neighbor.

Hence the threshold graph has the structure as shown in Figure 4, where each $G_i$ is a clique representing the set of good points in cluster $i$. This suggests the following algorithm for $k$-means clustering.

<table>
<thead>
<tr>
<th>Algorithm $k$-MEANS ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $\epsilon \leq 1$, $\alpha &gt; 0$, $k$.</td>
</tr>
<tr>
<td><strong>1. Initialization:</strong> Define $d_{\text{crit}} = \sqrt{\frac{\alpha \OPT}{50\epsilon n}}$.</td>
</tr>
<tr>
<td><strong>2. Construct the $\tau$-threshold graph $G_\tau$ with $\tau = 2d_{\text{crit}}$.</strong></td>
</tr>
<tr>
<td><strong>3. For $j = 1$ to $k$ do:</strong></td>
</tr>
<tr>
<td>Pick the vertex $v_j$ of highest degree in $G_\tau$.</td>
</tr>
<tr>
<td>Remove $v_j$ and its neighborhood from $G_\tau$ and call this cluster $C(v_j)$.</td>
</tr>
<tr>
<td><strong>4. Output the $k$ clusters $C(v_1), \ldots, C(v_{k-1}), S - \bigcup_{i=1}^{k-1} C(v_i)$.</strong></td>
</tr>
</tbody>
</table>

*For simplicity we assume here that one knows the value of $\OPT$. If not, one can run the algorithm for different guesses of $\OPT$, increasing the guess by a factor of 2 at each step.*

The authors in [18] use the properties of the threshold graph to show that the greedy method of Step 3 of the algorithm produces an accurate clustering. In particular, if the vertex $v_j$ we pick is a good point in some cluster $C_i$, then we are guaranteed to extract the whole set $G_i$ of good points in that cluster and potentially some bad points as well (see Figure 5(a)). If on the other hand the vertex $v_j$ we pick is a bad point, then we might
extract only a part of a good set $G_i$ and miss some good points in $G_i$, which might lead to some errors. (Note that by property (3) we never extract parts of two different good sets $G_i$ and $G_j$). However, since $v_j$ was picked to be the vertex of the highest degree in $G_\tau$, we are guaranteed to extract at least as many bad points as the number of missed good points in $G_i$ see Figure 5(b). These than implies that overall we can charge the errors to the bad points, so the distance between the target clustering and the resulting clustering is $O(\epsilon/\alpha)n$, as desired.

5.6 Other notions of stability and relations between them

This notion of $\epsilon$-separability, is in fact related to $(c, \epsilon)$-approximation-stability. Indeed, in Theorem 5.1 of their paper, [54] show that their $\epsilon$-separatedness assumption implies that any near-optimal solution to $k$-means is $O(\epsilon^2)$-close to the $k$-means optimal clustering. However, the converse is not necessarily the case: an instance could satisfy approximation-stability
without being $\epsilon$-separated.\footnote{\[54\] shows an implication in this direction (Theorem 5.2); however, this implication requires a substantially stronger condition, namely that data satisfy $(c, \epsilon)$-approximation-stability for $c = 1/\epsilon^2$ (and that target clusters be large). In contrast, the primary interest of \[19\] in the case where $c$ is below the threshold for existence of worst-case approximation algorithms.} \[19\] presents a specific example of points in Euclidean space with $c = 2$. In fact, for the case that $k$ is much larger than $1/\epsilon$, the difference between the two properties can be more substantial. See Figure 6 for an example.

![Figure 6](image_url)

Figure 6: Suppose $\epsilon$ is a small constant, and consider a clustering instance in which the target consists of $k = \sqrt{n}$ clusters with $\sqrt{n}$ points each, such that all points in the same cluster have distance 1 and all points in different clusters have distance $D + 1$ where $D$ is a large constant. Then, merging two clusters increases the cost additively by $\Theta(\sqrt{n})$, since $D$ is a constant. Consequently, the optimal $(k - 1)$-means/median solution is just a factor $1 + O(1/\sqrt{n})$ more expensive than the optimal $k$-means/median clustering. However, for $D$ sufficiently large compared to $1/\epsilon$, this example satisfies $(2, \epsilon)$-approximation-stability or even $(1/\epsilon, \epsilon)$-approximation-stability – see \[19\] for formal details.

\[15\] study center based clustering objectives and define a notion of stability called $\alpha$-weak deletion stability. A clustering instance is stable under this notion if in the optimal clustering merging any two clusters into one increases the cost by a multiplicative factor of $(1 + \alpha)$. This a broad notion of stability that generalizes both the $\epsilon$-separability notion studied in section 5.1 and the approximation stability in the case of large cluster sizes. Remarkably, \[15\] show that for such instances of $k$-median and $k$-means one can design a $(1 + \epsilon)$ approximation algorithm for any $\epsilon > 0$. This leads to immediate improvements over the works of \[18\] (for the case of large clusters) and of \[54\]. However, the runtime of the resulting algorithm depends polynomially in $n$ and $k$ and exponentially in the parameters $1/\alpha$ and $1/\epsilon$, so the simpler algorithms of \[15\] and \[18\] are more suitable for scenarios where one expects the stronger properties to hold. See Section 5.7 for further discussion. \[3\] also study various notions of clusterability of a dataset and present algorithms for such stable instances.

Kumar and Kannan \[47\] consider the problem of recovering a target clustering under deterministic separation conditions that are motivated by the $k$-means objective and by Gaussian and related mixture models. They consider the setting of points in Euclidean space, and show that if the projection of any data point onto the line joining the mean of its cluster in the target clustering to the mean of any other cluster of the target is $\Omega(k)$ standard deviations closer to its own mean than the other mean, then they can recover the target clusters in polynomial time. This condition was further analyzed and reduced by

\[17\]
work of [16]. This separation condition is formally incomparable to approximation-stability (even restricting to the case of $k$-means with points in Euclidean space). In particular, if the dimension is low and $k$ is large compared to $1/\epsilon$, then this condition can require more separation than approximation-stability (e.g., with $k$ well-spaced clusters of unit radius approximation-stability would require separation only $O(1/\epsilon)$ and independent of $k$ – see [19] for an example). On the other hand if the clusters are high-dimensional, then this condition can require less separation than approximation-stability since the ratio of projected distances will be more pronounced than the ratios of distances in the original space.

Bilu and Linial [23] consider inputs satisfying the condition that the optimal solution to the objective remains optimal even after bounded perturbations to the input weight matrix. They give an algorithm for maxcut (which can be viewed as a 2-clustering problem) under the assumption that the optimal solution is stable to (roughly) $O(n^{2/3})$-factor multiplicative perturbations to the edge weights. [16] consider this condition for center-based clustering objectives such as $k$-median and $k$-means, and give an algorithm that finds the optimal solution when the input is stable to only factor-3 perturbations. This factor is improved to $1 + \sqrt{2}$ by [20], who also design algorithms under a relaxed $(c, \epsilon)$-stability to perturbations condition in which the optimal solution need not be identical on the $c$-perturbed instance, but may change on an $\epsilon$ fraction of the points (in this case, the algorithms require $c = 2 + \sqrt{7}$). Note that for the $k$-median objective, $(c, \epsilon)$-approximation-stability with respect to $C^*$ implies $(c, \epsilon)$-stability to perturbations because an optimal solution in a $c$-perturbed instance is guaranteed to be a $c$-approximation on the original instance; so, $(c, \epsilon)$-stability to perturbations is a weaker condition. Similarly, for $k$-means, $(c, \epsilon)$-stability to perturbations is implied by $(c^2, \epsilon)$-approximation-stability. However, as noted above, the values of $c$ known to lead to efficient clustering in the case of stability to perturbations are larger than for approximation-stability, where any constant $c > 1$ suffices.

### 5.7 Experimental Results

#### $k$-means

$k$-means clustering is the most popular methods for vector quantization which is used in encoding speech signals and data compression [37]. There have been variants of the $k$-means algorithm called fuzzy kmeans which allow each point to have a degree of membership into various clusters [22]. This modified $k$-means objective is popular for image segmentation [1, 61]. There have also been experiments on speeding up the Lloyd’s method by updating centers at each step by only choosing a random sample of the entire dataset [35]. [24] present an empirical study on the convergence properties of Lloyd’s method. Rasmussen [57] contains a discussion of $k$-means clustering for information retrieval. [33] present an empirical comparison of $k$-means and spectral clustering methods. [56] study a modified $k$-means objective with an additional penalty for the number of clusters chosen. They motivate the new objective as a way to solve the cluster selection problem. This approach is inspired by the Bayesian model selection procedures [59]. For further details on the applications of $k$-means, refer to Chapters 1.2 and 2.3.

#### $k$-means++: Streaming and Parallel

As we saw in section 2, careful seeding is crucial in order for the Lloyd’s method to succeed.

---

3In particular, a $c$-perturbed instance $\hat{d}$ satisfies $d(x, y) \leq \hat{d}(x, y) \leq cd(x, y)$ for all points $x, y$. So, using $\Phi$ to denote cost in the original instance, $\Phi$ to denote cost in the perturbed instance and using $\bar{C}$ to denote the optimal clustering under $\Phi$, we have $\Phi(\bar{C}) \leq \Phi(\bar{C}) \leq c\Phi(C^*)$.
One such method is proposed in the \( k \)-means++ algorithm. Using the seed centers output by \( k \)-means++ one can immediately guarantee an \( O(\log k) \) approximation to the \( k \)-means objective. However \( k \)-means++ is an iterative method which needs to be repeated \( k \) times in order to get a good set of seed points. This makes it undesirable for use in applications involving massive datasets with thousands of clusters. This problem is overcome in [17] where the authors propose a scalable and parallel version of \( k \)-means++. The new algorithm runs in much fewer iterations and chooses more than one seed point at each step. The authors experimentally demonstrate that this leads to much better computational performance in practice without losing out on the solution quality. In [6] the authors design an algorithm for \( k \)-means which makes a single pass over the data. This makes it much more suitable for applications where one needs to process data in the streaming model. The authors show that if one is allowed to store a little more than \( k \) centers \( (O(k \log k)) \) then one can also achieve good approximation guarantees and at the same time have an extremely efficient algorithm. They experimentally demonstrate that the proposed method is much faster than known implementations of the Lloyd’s method. There has been subsequent work on improving the approximation factors and making the algorithms more practical [60].

**Approximation Stability**

Motivated by clustering applications in computational biology, [65] analyze \((c, \epsilon)\)-approximation-stability in a model with unknown distance information where one can only make a limited number of one versus all queries. [65] design an algorithm that given \((c, \epsilon)\)-approximation-stability for the \( k \)-median objective finds a clustering that is very close to the target by using only \( O(k) \) one-versus-all queries in the large cluster case, and in addition is faster than the algorithm we present here. In particular, the algorithm for the large clusters case described in [18] (similar to the one we described in Section 5.4 for the \( k \)-means objective) can be implemented in \( O(|S|^3) \) time, while the one proposed in [65] runs in time \( O(|S|k(k + \log |S|)) \). [65] use their algorithm to cluster biological datasets in the Pfam [36] and SCOP [53] databases, where the points are proteins and distances are inversely proportional to their sequence similarity. This setting nicely fits the one-versus all queries model because one can use a fast sequence database search program to query a sequence against an entire dataset. The Pfam [36] and SCOP [53] databases are used in biology to observe evolutionary relationships between proteins and to find close relatives of particular proteins. [65] find that for one of these sources they can obtain clusterings that almost exactly match the given classification, and for the other the performance of their algorithm is comparable to that of the best known algorithms using the full distance matrix.

### 6 Mixture Models

In the previous sections we saw worst case approximation algorithms for various clustering objectives. We also saw examples of how assumptions on the nature of the optimal solution can lead to much better approximation algorithms. In this section we will study a different assumption on how the data is generated in the first place. In the machine learning literature, such assumptions take the form of a probabilistic model for generating a clustering instance. The goal is to cluster correctly (with high probability) a clustering instance generated from the particular model. The most famous and well studied example of this is the Gaussian Mixture Model (GMM) [44]. This will be the main focus of this section. We will illustrate conditions under which datasets arising from such a mixture model can be provably clustered.

**Gaussian Mixture Model** A univariate Gaussian random variable \( X \), with mean \( \mu \) and
variance $\sigma^2$ has the density function $f(x) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}$. Similarly, a multivariate Gaussian random variable, $X \in \mathbb{R}^n$ has the density function

$$f(x) = \frac{1}{|\Sigma|^{1/2}(2\pi)^{n/2}} e^{-\frac{1}{2}(x-\mu)^T \Sigma^{-1}(x-\mu)}.$$ 

Here $\mu \in \mathbb{R}^n$ is called the mean vector and $\Sigma$ is the $n \times n$ covariance matrix. A special case is the spherical Gaussian for which $\Sigma = \sigma^2 I_n$. Here $\sigma^2$ refers to the variance of the Gaussian in any given direction. Consider $k$ $n$-dimensional Gaussian distributions, $\mathcal{N}(\mu_1, \Sigma_1), \mathcal{N}(\mu_2, \Sigma_2), \ldots, \mathcal{N}(\mu_k, \Sigma_k)$. A Gaussian mixture model $\mathcal{M}$ refers to the distribution obtained from a convex combination of such Gaussian. More specifically

$$\mathcal{M} = w_1\mathcal{N}(\mu_1, \Sigma_1) + w_2\mathcal{N}(\mu_2, \Sigma_2) + \cdots + w_k\mathcal{N}(\mu_k, \Sigma_k).$$

Here $w_i \geq 0$, are called the mixing weights and satisfy $\sum_i w_i = 1$. One can think of a point being generated from $\mathcal{M}$ by first choosing a component Gaussian $i$, with probability $w_i$, and then generating a point from the corresponding Gaussian distribution $\mathcal{N}(\mu_i, \Sigma_i)$. Given a data set of $m$ points coming from such a mixture model, a fairly natural question is to recover the individual components of the mixture model. This is a clustering problem where one wants to cluster the points into $k$ clusters such that the points drawn from the same Gaussian are in a single partition. Notice that unlike in the previous sections, the algorithms designed for mixture models will have probabilistic guarantees. In other words, we would like the clustering algorithm to recover, with high probability, the individual components. Here the probability is over the draw of the $m$ sample points. Another problem one could ask is to approximate the parameters (mean, variance) of each individual component Gaussian. This is known as the parameter estimation problem. It is easy to see that if one could solve the clustering problem approximately optimally, then estimating the parameters of each individual component is also easy. However, in some cases, a good clustering might not be possible (consider two Gaussians which have a large overlap). Hence, one typically needs to assume some separation condition among the component Gaussians which limits the amount of overlap between them. In the next section we will see examples of such conditions and clustering algorithms that one can use. Later, we will also look at recent work on parameter estimation under minimal separation conditions.

### 6.1 Clustering methods

In this section we will look at distance based clustering algorithms for learning a mixture of Gaussians. For simplicity, we will start with the case of $k$ spherical Gaussians in $\mathbb{R}^n$ with means $\{\mu_1, \mu_2, \ldots, \mu_k\}$ and variance $\Sigma = \sigma^2 I_n$. The algorithms we describe will work under the assumption that the means are far apart. We will call this as the center separation property:

**Definition 5** (Center Separation). A mixture of $k$ identical spherical Gaussians satisfies center separation if $\forall i \neq j$,

$$\Delta_{i,j} = ||\mu_i - \mu_j|| > \beta_{i,j}\sigma$$

The quantity $\beta_{i,j}$ typically depends on $k$ the number of clusters, $n$ the dimensionality of the dataset and $w_{\text{min}}$, the minimum mixing weight. If the spherical Gaussians have different
variances $\sigma_i$’s, the R.H.S. is replaced by $\beta_{i,j}(\sigma_i + \sigma_j)$. For the case of general Gaussians, $\sigma_i$ will denote the maximum variance of Gaussian $i$ in any particular direction. One of the earliest results using center separation for clustering is by Dasgupta [30]. We will start with a simple condition that $\beta_{i,j} = C\sqrt{n}$, for some constant $C > 4$ and will also assume that $w_{min} = \Omega(1/k)$. Let’s consider a typical point $x$ from a particular Gaussian $\mathcal{N}(\mu_i, \sigma^2 I_n)$. We have $E(||X - \mu_i||^2) = E[\sum_{d=1}^{n} |x_d - \mu_{i,d}|^2] = n\sigma^2$. Now consider two typical points $x$ and $y$ from two different Gaussians $\mathcal{N}(\mu_i, \sigma^2 I_n)$ and $\mathcal{N}(\mu_j, \sigma^2 I_n)$. We have

$$E(||X - Y||^2) = E(||X - \mu_i + \mu_i - \mu_j - (Y - \mu_j)||^2)$$

$$= E(||X - \mu_i||^2) + E(||Y - \mu_j||^2) + ||\mu_i - \mu_j||^2$$

$$\geq 2n\sigma^2 + C^2\sigma^2n$$

For $C$ large enough (say $C > 4$), we will have that for any two typical points $x, y$ in the same cluster, $||x - y||^2 \leq 2\sigma^2n$. And for any two points in different clusters $||x - y||^2 > 18\sigma^2n$. Using standard concentration bounds we can say that for a sample of size $poly(n)$, with high probability, all points from a single Gaussian will be closer to each other, than to points from other Gaussians. In this case one could simply create a graph by connecting any two points $x, y$ such that $||x - y||^2 \leq 2\sigma^2n$. It is easy to see that the connected components in this graph will correspond precisely to the individual components of the mixture model. If $C$ is smaller, say 2, one needs a stronger concentration result [9] mentioned below

**Lemma 19.** If $x, y$ are picked independently from $\mathcal{N}(\mu_i, \sigma^2 I_n)$, then with probability $1 - 1/n^3$, $||x - y||^2 \in [2\sigma^2n(1 - \frac{4\log(n)}{\sqrt{n}}), 2\sigma^2n(1 + \frac{5\log(n)}{\sqrt{n}})]$.

Also, as before, one can show that with high probability, for $x$ and $y$ from two different Gaussians, we have $||x - y||^2 > 2\sigma^2n(1 + \frac{4\log(n)}{\sqrt{n}})$. From this it follows that if $r$ is the minimum distance between any two points in the sample, then for any $x$ in Gaussian $i$ and any $y$ in the same Gaussian, we have $||x - y||^2 \leq (1 + \frac{4.5\log(n)}{\sqrt{n}})r$. And for a point $z$ in any other Gaussian we have $||x - z||^2 \geq (1 + \frac{4.5\log(n)}{\sqrt{n}})r$. This suggests the following algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cluster Spherical Gaussians</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Let $S$ be the set of all sample points.</td>
<td></td>
</tr>
<tr>
<td>2. Let $x_0, y_0$ be such that $</td>
<td></td>
</tr>
<tr>
<td>3. Let $T$ be the set of all points $y$ such that $</td>
<td></td>
</tr>
<tr>
<td>4. Output $T$ and repeat until $k$ clusters are output.</td>
<td></td>
</tr>
</tbody>
</table>

**Handling smaller $c$**

For smaller values of $C$, for example $C < 1$, one cannot in general say that the above strong concentration will hold true. In fact, in order to correctly classify the points, we might need to see points which are much closer to the center of a Gaussian (say at distance less than $\frac{1}{2}\sigma\sqrt{n}$). However, most of the mass of a Gaussian lies in a thin shell around radius
of $\sigma \sqrt{n}$. Hence, one might have to see exponentially many samples in order to get a good classification. Dasgupta [30] solves this problem by first projecting the data onto a random $d = O(\log(k)/\epsilon^2)$ dimensional subspace. This has the effect that the center separation property is still preserved up to a factor of $(1-\epsilon)$. One can now do distance based clustering in this subspace as the number of samples needed will be proportional to $2^d$ instead of $2^n$.

**General Gaussians** The results of Dasgupta were extend by Arora and Kannan [9] to the case of general Gaussians. They also managed to reduce the required separation between means. They assumed that $\beta_{i,j} = \Omega(\log(n))(R_i + R_j)(\sigma_i + \sigma_j)$. As mentioned before, $\sigma_i$ denotes the maximum variance of Gaussian $i$ in any direction. $R_i$ denotes the median radius of Gaussian $i^4$. For the case of spherical gaussians, this separation becomes $\Omega(n^{1/4} \log(n)(\sigma_i + \sigma_j))$. Arora and Kannan use isoperimetric inequalities to get strong concentration results for such Gaussians. In particular they show that

**Theorem 20.** Given $\beta_{i,j} = \Omega(\log(n)(R_i + R_j))$, there exists a polynomial time algorithm which given at least $m = \frac{n^2 k^2}{\sigma_{i\cdot min}^2}$ samples from a mixture of $k$ general Gaussians, solves the clustering problem exactly with probability $(1 - \delta)$.

**Proof Intuition:** The first step is to generalize Lemma 19 for the case of general Gaussians. In particular one can show that for $x, y$ are picked at random from a general Gaussian $i$, with median radius $R_i$ and maximum variance $\sigma_i$, we have with high probability

$$2R_i^2 - 18 \log(n)\sigma_i R_i \leq ||x - y||^2 \leq 2(R_i + 20 \log(n)\sigma_i)^2$$

Similarly, for $x, y$ from different Gaussians $i$ and $j$, we have with high probability

$$||x - y||^2 > 2\min(R_i^2, R_j^2) + 120 \log(n)(\sigma_i + \sigma_j)(R_i + R_j) + \Omega((\log(n))^2(\sigma_i^2 + \sigma_j^2)).$$

The above concentration results imply (w.h.p.) that pairwise distances within points from a Gaussian $i$ lie in an interval $I_i$ and distances between Gaussians $I_{i,j}$ lie in the interval $I_{i,j}$. Furthermore, $I_{i,j}$ will be disjoint from the interval corresponding to the Gaussian with smaller value of $R_i$ (Need a figure here). In particular, if one looks at balls of increasing radius around a point from the Gaussian with minimum radius, $\sigma_i$, there will be a stage when there exists a gap: i.e., increasing the radius slightly does not include any more points. From the above lemmas, this gap will be roughly $\Omega(\sigma_i)$. Hence, at this stage, we can remove this Gaussian from the data and recurse. This property suggests the following algorithm outline.

---

4The radius such that the probability mass within $R_i$ equals $1/2$
Algorithm Cluster General Gaussians

1. Let $r$ be the smallest radius such that $|B(x, r)| > \frac{3}{4}w_{\text{min}}|S|$, for some $x \in S$. Here $S$ is the size of dataset and $B(x, r)$ denotes the ball of radius $r$ around $x$.

2. Let $\sigma$ denote the maximum variance of the Gaussian with the least radius.
   Let $\gamma = O(\sqrt{w_{\text{min}}\sigma})$.

3. Let $s$ be such that $|B(x, r + s\gamma)| \cap S = |B(x, r + (s - 1)\gamma)|$.

4. Remove all the points from $S$ which are in $B(x, r + s\gamma \log(n))$.
   Output this set as one cluster.

5. Repeat until $S$ is empty.

One point to mention is that one does not really know beforehand the value of sigma at each iteration. Arora and Kannan [9] get around this by estimating the variance from the data in the ball $B(x, r)$. They then show that this estimate is good enough for the algorithm to work.

6.2 Spectral Algorithms

The algorithms mentioned in the above section need the center separation to grow polynomially with $n$. This is prohibitively large especially in cases when $k \ll n$. In this section, we look at how spectral techniques can be used to only require the separation to grow with $k$ instead of $n$.

Algorithmic Intuition In order to remove the dependence on $n$ we would like to project the data such that points from the same Gaussian become much closer while still maintaining the large separation between means. One idea is to do a random projection. However, random projections from $n$ to $d$ dimensions scale each squared distance equally (by factor $d/n$) and will not give us any advantage. However, consider the case of two spherical gaussians with means $\mu_1$ and $\mu_2$ and variance $\sigma^2 I_n$. Consider projecting all the points to the line joining $\mu_1$ and $\mu_2$. Now consider any random point $x$ from the first Gaussian. For any unit vector along the line joining $\mu_1$ and $\mu_2$ we have that $(x - \mu_1).v$ behaves like a 1-dimensional Gaussian with mean 0 and variance $\sigma^2$. Hence the expected distance of a point $x$ from its mean becomes $\sigma^2$. This means that for any two points in the same Gaussian, the expected squared distance becomes $4\sigma^2$ (as opposed to $2n\sigma^2$). However, the distance between the means remains the same. In fact the above claim is true if we project onto any subspace containing the means. This subspace is exactly characterized by the Singular Value Decomposition (SVD) of the data matrix. This suggests the following algorithm

Algorithm Spectral Clustering

1. Compute the SVD decomposition of the data.

2. Project the data onto the space of top-$k$ right singular vectors.

3. Run a distance based clustering method in this projected space.
Such spectral algorithms were proposed by Vempala and Wang [64] who reduced the separation for spherical Gaussians to $\beta_{i,j} = \Omega(k^{1/4}(\log(n/w_{\text{min}}))^{1/4})$. The case of general Gaussians was studied in [2] who give efficient clustering algorithms for $\beta_{i,j} = (\sqrt{\min(w_i,w_j)} + \sqrt{k \log(k \min(2^k, n)))}$. [43] give algorithms for general Gaussians for $\beta_{i,j} = k^{3/2} w_{\text{min}}^2$.

### 6.3 Parameter Estimation

In the previous sections we looked at the problem of clustering points from a Gaussian Mixture Model. Another important problem is that of estimating the parameters of the component Gaussians. These parameters refer to the mixture weights $w_i$'s, mean vectors $\mu_i$'s and the covariance matrices $\Sigma_i$'s. As mentioned before, if one could do efficiently get a good clustering, then the parameter estimation problem is solved by simply producing empirical estimates from the corresponding clusters. However, there could be scenarios when it is not possible to produce a good clustering. For, ex. consider two one dimensional gaussians with mean 0 and variance $\sigma^2$ and $2\sigma^2$. These gaussians have a large overlap and any clustering method will inherently have a large error. On the other hand, let’s look at the statistical distance between the two gaussians, i.e., $\int_x |f_1(x) - f_2(x)|dx$. This measures how much one distribution dominates the other one. It is easy to see that in this case the Gaussian with the higher variance will dominate the other Gaussian almost everywhere. Hence the statistical distance is close to 1. This suggests that information theoretically, one should be able to estimate the parameters of these two mixtures. In this section, we will look at some recent work of Kalai, Moitra, Valiant [42] and Moitra, Valiant [52] in efficient algorithms for estimating the parameters of a Gaussian mixture model. These works make minimal assumption on the nature of the data, namely, that the component gaussians have noticeable statistical distance. Similar results were proven in [21] who also gave algorithms for more general distributions.

#### The case of two Gaussians:

We will first look at the case of 2 Gaussians in $\mathbb{R}^n$. We will assume that the statistical distance between the gaussians, $D(N_1,N_2)$ is noticeable, i.e., $\int_x |f_1(x) - f_2(x)|dx > \alpha$. Kalai et. al [42] show the following theorem

**Theorem 21.** Let $M = w_1N_1(\mu_1, \Sigma_1) + w_2 N_2(\mu_2, \Sigma_2)$ be an isotropic GMM where $D(N_1,N_2) > \alpha$. Then, there is an algorithm which outputs $M' = w'_1N'_1(\mu'_1, \Sigma'_1) + w'_2 N'_2(\mu'_2, \Sigma'_2)$ such that for some permutation $\pi : \{0, 1\} \mapsto \{0, 1\}$ we have,

- $|w_i - w'_{\pi(i)}| \leq \epsilon$
- $||\mu_i - \mu'_{\pi(i)}|| \leq \epsilon$
- $||\Sigma_i - \Sigma'_{\pi(i)}|| \leq \epsilon$

The algorithm runs in time $\text{poly}(n, 1/\epsilon, 1/\alpha, 1/w_1, 1/w_2)$.

The condition on the mixture being isotropic is necessary to recover a good additive approximation for the means and the variances since otherwise, one could just scale the data and the estimates will scale proportionately.
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Reduction to a one dimensional problem
In order to estimate the mixture parameters, Kalai et. al, reduce the problem to a series of one dimensional learning problems. Consider an arbitrary unit vector \( v \). Suppose we project the data onto the direction of \( v \) and let the means of the Gaussians in this projected space be \( \mu'_1 \) and \( \mu'_2 \). Then we have that \( \mu_1 = E[x.v] = E[(x - \mu_1).v] = \mu_1.v \). Hence, the parameters of the original mean vector are linearly related to the mean in the projected space. Similarly, let’s perturb \( v \) to get \( v' = v + \epsilon(e_i + e_j) \). Here \( e_i \) and \( e_j \) denote the basis vectors corresponding to coordinates \( i \) and \( j \). Let \( \sigma'_{12} \) be the variance of the gaussian in the projected space \( v' \). Then writing \( \sigma'_{12} = E[(x.v')^2] \) and expanding, we get that \( E[x_ix_j] \) will be linearly related to \( \sigma'_{12} \), \( \sigma_{12} \) and the \( \mu_i \)'s. Hence, by estimating the parameters correctly over a series of \( n^2 \), one dimensional vectors, one can efficiently recover the original parameters (by solving a system of linear equations).

Solving the one dimensional problem
The one dimensional problem is solved by the method of moments. In particular, define \( L_i[\mathcal{M}] \) to be the \( i \)th moment for the mixture model \( \mathcal{M} \), i.e., \( L_i[\mathcal{M}] = E_{x \sim \mathcal{M}}[x^i \mathcal{M}(x)] \). Also define \( \hat{L}_i \) to be the empirical \( i \)th moment of the data. The algorithm in [42] does a brute force search over the parameter space for the two Gaussians and for a given candidate model \( \mathcal{M}' \) computes the first 6 moments. If all the moments are within \( \epsilon \) of the empirical moments, then the analysis in [42] shows that the parameters will be \( \epsilon^{1/67} \) close to the parameters of the two gaussians. The same claim is also true for learning a mixture of \( k \) 1 dimensional gaussians if one goes upto \( (4k - 2) \) moments [52]. The search space however will be exponential in \( k \). It is shown in [52] that for learning \( k \) one dimensional gaussians, this exponential dependence is unavoidable.

Solving the labeling problem
As noted above, the learning algorithm will solve \( n^2 \), 1-dimensional problems and get parameter estimates for the two gaussians for each 1-dimensional problem. In order to solve for the parameters of the original gaussians, we need to identify for each gaussian, the corresponding \( n^2 \) parameters for each of the subproblems. Kalai et. al do this by arguing that if one projects the two gaussians onto a random direction \( v \), with high enough probability, the corresponding parameters for the two projected gaussians will differ by \( \text{poly}(\alpha) \). Hence, if one takes small random perturbations of this vector \( v \), the corresponding parameter estimates will be easily distinguishable.

The overall algorithm has the following structure

```
Algorithm LEARNING A MIXTURE OF TWO GAUSSIANS
1. Choose a random vector v and choose \( n^2 \) random perturbations \( v_{i,j} \).
2. For each \( i, j \), project the data onto \( v_{i,j} \) and solve the one dimensional problem using the method of moments.
3. Solve the labeling problem to identify the \( n^2 \) parameter sets corresponding to a single Gaussian.
4. Solve a system of linear equations on this parameter set to obtain the original parameters.
```
6.4 Conclusion

For the case of more than 2 Gaussians, Moitra and Valiant [52] extend the ideas mentioned above to provide an algorithm for estimating the parameters of a mixture of $k$ Gaussians. For the case of $k$ Gaussian, additional complication arise as it is not true anymore that projecting the $k$ Gaussians to a random 1-dimensional subspace, maintains the statistical distance. For example, consider Figure 7. Here, projecting the data onto a random direction, will almost surely collapse components 2 and 3. [52] solve this problem by first running a clustering algorithm to separate components 2 and 3 from component 1 and recursively solving the two sub-instances. Once, 2 and 3 have been separated, one can scale the space to ensure that they remain separated over a random projection. The algorithm from [52] has the sample complexity which depends exponentially on $k$. They also show that this dependence is necessary. One could use the algorithm from [52] to also cluster the points into component Gaussians under minimal assumptions. The sample complexity however, will depend exponentially in $k$. In contrast, one could algorithms from previous sections to cluster in polynomial time under stronger separation assumptions. The work of [39, 8] removes the exponential dependence on $k$ and designs polynomial time algorithms for clustering data from a GMM under minimal separation assuming only that the mean vectors span a $k$ dimensional subspace. Their algorithm is based on Tensor decompositions. There has also been work on clustering points from a mixture of other distributions. [29, 28] gave algorithms for clustering a mixture of heavy tailed distributions. [25] gave algorithms for clustering a mixture of 2 Gaussians assuming only that the two distributions are separated by a hyperplane. The recent work of [47] studies a deterministic separation condition on a set of points and show that any set of points satisfying this condition can be clustered accurately. Using this they easily derive many previously known results for clustering mixture of Gaussians as a corollary.
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