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ABSTRACT

Battlefield ethics has for millennia been a serious question and constraint for the conduct of military operations by commanders, soldiers, and politicians, as evidenced for example by the creation of the Geneva conventions, the production of field manuals to guide appropriate activity for the warfighter in the battlefield, and the specific rules of engagement for a given military context.

Breeches in military ethical conduct often have extremely serious consequences, both politically and pragmatically, as evidenced recently by the Abu Ghraib and Haditha incidents in Iraq, which can actually be viewed as increasing the risk to U.S. troops there, as well as the concomitant damage to the United State’s public image worldwide.

If the military keeps moving forward at its current rapid pace towards the deployment of intelligent autonomous robots, we must ensure that these systems be deployed ethically, in a manner consistent with standing protocols and other ethical constraints that draw from cultural relativism (our own society’s or the world’s ethical perspectives), deontology (right-based approaches), or within other related ethical frameworks.

Under the assumption that warfare, unfortunately and inevitably, will continue into the foreseeable future in different guises, the question arises as to how will the advent of autonomous systems in the battlefield affect the conduct of war. There already exist numerous conventions, rules of war, military protocols, codes of conduct, and rules of engagement, which are sometimes global in their application and at other times contextual, that are used to constrain or guide a human warfighter. Historically, mankind has been often unable to adhere to these rules/laws thus resulting in violations and war crimes.

Can autonomous systems do better? In this paper, we study the underlying thesis that robots can ultimately be more humane than human beings in military situations, potentially resulting in a significant reduction of violations. This class of autonomous robots which maintain an ethical infrastructure to govern their behavior will be referred to as humane-oids.

As the Army’s Future Combat System (FCS) moves closer to deployment, including weapons-bearing successors to DARPA’s Unmanned Ground Combat Vehicle program, serious questions arise as to just how and when these robotic systems should be deployed. There are essentially two different cases:
1. **The robot as an extension of the warfighter.** In this relatively straightforward application, the human operator/commander retains all of the decisions regarding the application of lethality, and the robot is in essence a tool or weaponized extension of the warfighter. In this case, it appears clear that conventional ethical decision-making regarding the use of weaponry applies. A human remains in control of the weapons system at all times.

2. **The robot acting as an autonomous agent.** Here, the robot reserves the right to make its own local decisions regarding the application of lethal force directly in the field, without requiring human consent at that moment, either in direct support of the conduct of an ongoing military mission or for the robot’s own self-preservation. The robot may be tasked to conduct a mission which possibly includes the deliberate destruction of life. The ethical aspects regarding the use of this sort of autonomous robot are unclear at this time, and they serve as the focal point of this proposal.

In order to fully understand the consequences of the deployment of autonomous machines capable of taking human life under military doctrine and tactics [Hsieh et al 06, Collins et al 00], a systematic ethical evaluation needs to be conducted to guide users (e.g., warfighters), system designers, policy makers, and commanders regarding the intended future use of this technology. This study needs to be conducted prior to the deployment of these systems, not as an afterthought.

A three year research effort on this topic is being conducted for the Army Research Organization, of which we are currently in the first year. Two topics are being investigated:

(1) What is acceptable? *Can we understand, define, and shape expectations regarding battlefield robotics?* A survey is being conducted to establish opinion on the use of lethality by autonomous systems spanning the public, researchers, policymakers, and military personnel to ascertain the current point-of-view maintained by various demographic groups on this subject.

(2) What can be done? *Artificial Conscience and Reflection.* We are designing a computational implementation of an ethical code within an existing autonomous robotic system, i.e., an “artificial conscience”, that will be able to govern an autonomous system’s behavior in a manner consistent with the rules of war.

The background and results to date of this research are to be presented in this article.
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