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Broad generalization

Vaswani et al. ‘18GPT-2
Radford et al. ‘19

Russakovsky et al. ‘14

Under the paradigm of supervised learning.

Large, diverse data
(+ large models)

Slide Credit: ICML 2019 Meta-Learning Tutorial
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What if you don’t have a large dataset? 

What if you want a general-purpose AI system in the real world? 

What if your data has a long tail?

medical imaging robotics

translation for rare languages

personalized education

recommendations

• Need to continuously adapt and learn on the job. 

• Learning each thing from scratch won’t cut it. 

Impractical to collect lots of data for each task, 
and learn specialized networks for each task 

Slide Credit: ICML 2019 Meta-Learning Tutorial



Humans are generalists
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General Recipe: How to train/evaluate meta-learning algorithms
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- Held out classes
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General Recipe: How to train/evaluate meta-learning algorithms
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Meta Learning Algorithms Taxonomy
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Oriol Vinyals, NIPS 17

Meta Learning Models Taxonomy
Model Based

● Santoro et al. ’16
● Duan et al. ’17
● Wang et al. ‘17
● Munkhdalai & Yu ‘17
● Mishra et al. ‘17

Metric Based

● Koch ’15
● Vinyals et al. ‘16
● Snell et al. ‘17
● Shyam et al. ‘17
● Sung et al. ‘17

Optimization Based

● Schmidhuber ’87, ’92
● Bengio et al. ’90, ‘92
● Hochreiter et al. ’01
● Li & Malik ‘16
● Andrychowicz et al. ’16
● Ravi & Larochelle ‘17
● Finn et al. ‘17

Adapted from Finn ‘17

Slide Credit: Oriol Vinyals, Meta Learning Symposium (NIPS 2017)
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How to perform meta-training - data loader



How to perform meta-training 
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Dtr
i

�i

Key idea: Train a neural network to represent p(�i|Dtr
i , ✓)

Train with standard supervised learning!

For now: Use determinisac (point es=mate) �i = f✓(Dtr
i )

L(�i,Dtest
i )

(Bayes will come back later)

Dtest
i

f✓

g�i

yts

xts

Black-Box Adaptaaon

max
✓

X

Ti

L(f✓(Dtr
i ),Dtest

i )

max
✓

X

Ti

X

(x,y)⇠Dtest
i

log g�i(y|x)

Qs: slido.com/metaSlide Credit: ICML 2019 Meta-Learning Tutorial

min



31

Black-Box Adaptaaon
Key idea: Train a neural network to represent p(�i|Dtr

i , ✓)

1. Sample task Ti
2. Sample disjoint datasets Dtr

i ,Dtest
i from Di

(or mini batch of tasks)

Di

Dtr
i Dtest

i

Dtr
i

�i

Dtest
i

f✓

g�i

yts

xts

Qs: slido.com/metaSlide Credit: ICML 2019 Meta-Learning Tutorial
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Black-Box Adaptaaon
Key idea: Train a neural network to represent p(�i|Dtr

i , ✓)

1. Sample task Ti
2. Sample disjoint datasets Dtr

i ,Dtest
i from Di

(or mini batch of tasks)

Di

Dtr
i Dtest

i

Dtr
i

�i

Dtest
i

f✓

g�i

yts

xts

Qs: slido.com/meta

Black-Box Adaptaaon
Key idea: Train a neural network to represent p(�i|Dtr

i , ✓)

1. Sample task Ti
2. Sample disjoint datasets Dtr

i ,Dtest
i from Di

(or mini batch of tasks)

3. Compute �i  f✓(Dtr
i )

4. Update ✓ using r✓L(�i,Dtest
i )

Dtr
i Dtest

i

Dtr
i

�i

Dtest
i

f✓

g�i

yts

xts

Qs: slido.com/metaSlide Credit: ICML 2019 Meta-Learning Tutorial
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Non-Parametric (Metric-Based) Models
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Design of f ?
Recurrent network MAML

network implements the
“learned learning procedure”

Does it converge?

What does it converge to?

What to do if not good enough?

Does it converge?
- Yes (it’s gradient descent…)

What does it converge to?
- A local optimum (it’s gradient descent…)

What to do if not good enough?
- Keep taking gradient steps (it’s gradient descent..)

- Who knows…

- Nothing

- Sort of?

Does this structure come at a cost?

Slide Credit:Chelsea Finn & Sergey Levine



Meta learning algorithms taxonomy
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Amorazed vs. Opamizaaon vs. Non-Parametric

Black-box amor2zed

yts

xts

yts = f✓(Dtr
i , x

ts)

Op2miza2on-based

Note: (again) Can mix & match components of computaaon graph

Non-parametric
Computa2on graph perspec2ve

Gradient descent on 
rela=on net embedding.

Rusu et al. LEO ‘19

= softmax (�d(f✓(x), ck))

where ck =
1

|Dtr
i |

X

(x,y)2Dtr
i

f✓(x)

Both condi=on on data & 
run gradient descent.

Jiang et al. CAML ‘19

MAML, but ini=alize last layer as 
ProtoNet during meta-training

Triantafillou et al. Proto-MAML ‘19

Qs: slido.com/meta
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Intermediate Takeaways

+ simple 
+ en=rely feedforward 
+ computa2onally fast & easy to 
op2mize 

- harder to generalize to varying K 
- hard to scale to very large K 
- so far, limited to classifica2on

Generally, well-tuned versions of each perform comparably on exis=ng few-shot benchmarks!

+ easy to combine with variety of 
learning problems (e.g. SL, RL) 

- challenging op2miza2on (no 
induc=ve bias at the ini=aliza=on) 
- o{en data-inefficient 
- model & architecture 
intertwined

+ handles varying & large K well 
+ structure lends well to out-of-
distribu2on tasks 

- second-order op2miza2on

Black-box amor2zed Op2miza2on-based Non-parametric

Qs: slido.com/meta



Thank you! 
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