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Problem/Research Question

Data analysis

Interpretation of BERT’s inferences with XAI

Takeaways & Future work

LDA vs TF-IDF as input features for SVM

Generalization evaluation on LSTM and BERT

LDA features underperform in most cross-domain tests and TF-
IDF features also have poor performance.

How well can different hate speech detection 
models perform across varying topics in Twitter-

based datasets?

• Topic Modeling with LDA and TF-IDF
• Training/Gridsearch pipeline for SVM, LSTM, BERT
• Cross-domain evaluation

• Between SVM models
• Between BERT models

• XAI analysis with Integrated Gradients on BERT
• Qualitative study on the sentence inputs
• Quantitative study on attribution scores

Methods

Distribution of attribution scores on all the datasets

Distribution of attribution scores on OffensEval

OFF | F1: 80.26% IH | F1: 57.45% CH | F1: 42.34%

F1: 80.26% F1: 75.85% F1: 83.97%

XAI algorithm: Integrated Gradients on DistillBert for OffensEval

Takeaways:
• Neat and tidy topics hardly exist for hate speech
• LDA features can’t substitute for other embeddings
• Larger neural network models perform better
• Data matters for explainability and accuracy

Future work:
• Resampling datasets for data imbalance 
• Concatenating features for training

OFF: OffensEval IH: Implicit Hate    CH: Covid Hate
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