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ABSTRACT
Numerous automated techniques have been proposed to reduce the cost of software debugging, a notoriously time-consuming and human-intensive activity. Among these techniques, Statistical Fault Localization (SFL) is particularly popular. One issue with SFL is that it is based on strong, often unrealistic assumptions on how developers behave when debugging. To address this problem, we propose ENLIGHTEN, an interactive, feedback-driven fault localization technique. Given a failing test, ENLIGHTEN (1) leverages SFL and dynamic dependence analysis to identify suspicious method invocations and corresponding data values, (2) presents the developer with a query about the most suspicious invocation expressed in terms of inputs and outputs, (3) encodes the developer feedback on the correctness of individual data values as extra program specifications, and (4) repeats these steps until the fault is found. We evaluated ENLIGHTEN in two ways. First, we applied ENLIGHTEN to 1,807 real and seeded faults in 3 open source programs using an automated oracle as a simulated user; for over 96% of these faults, ENLIGHTEN required less than 10 interactions with the simulated user to localize the fault, and a sensitivity analysis showed that the results were robust to erroneous responses. Second, we performed an actual user study on 4 faults with 24 participants and found that participants who used ENLIGHTEN performed significantly better than those not using our tool, in terms of both number of faults localized and time needed to localize the faults.
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• Software and its engineering → Software testing and debugging.

KEYWORDS
debugging, fault localization, dynamic analysis

*In the title, we use the term “enlightened” with its physical, rather than spiritual, meaning of “well informed.” The technique we propose is well informed because it incorporates user feedback in its otherwise automated debugging process.
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1 INTRODUCTION
Software debugging is notoriously difficult, time consuming, and human-intensive activity. The task of locating the faulty code (i.e., fault localization), specifically, is one of the most challenging parts of debugging. For this reason, countless techniques have been proposed over the years to help developers decrease the cost of fault localization (and debugging in general). Among these approaches, one that has been particularly successful is statistical fault localization (SFL) (e.g., [6–9, 15, 16, 23, 27, 33, 34]).

The intuition behind SFL is that dynamic data collected while running passing and failing test cases can be used to perform a statistical analysis and to compute a suspiciousness value for each entity (e.g., statement, basic block, or predicate) in the program. Basically, the suspiciousness of a code entity should be directly (resp., inversely) proportional to the number of failing (resp., passing) test cases that traverse that entity. Although SFL has been a disruptive change in the area of debugging, and has generated a tremendous amount of followup research, it has some significant limitations. Most SFL techniques tend to make strong, often unrealistic assumptions on how developers behave when debugging. In particular, previous work has shown that it is unrealistic to assume that developers provided with a possibly long list of suspicious statements would go through this list in order and immediately spot the fault when they see it, without any additional context [25].

To address these limitations of SFL, while still taking advantage of its strengths, we propose ENLIGHTEN, an interactive, feedback-driven fault localization technique. We defined ENLIGHTEN so as to follow the way in which debugging is typically performed, with the goal of helping—rather than completely replacing—the humans in the loop. Typically, developers would study the failure at hand, make hypotheses on what the cause(s) of the failure may be, and examine a subset of the execution that can confirm or disprove their hypothesis. They would then leverage the additional understanding of the failure acquired in this process to make new hypotheses or refine the existing ones, examine additional subsets of the execution, and so on. This process would continue until either the developers give up or they find the fault.

ENLIGHTEN aims to mimic and support this process as follows. First, it uses traditional SFL to formulate an initial hypothesis of where the fault may be. Second, it identifies a relevant subset of the execution that can help support or negate the formulated hypothesis. Intuitively, this execution subset is identified in the form of a method invocation that results in the execution of highly suspicious entities. Third, ENLIGHTEN presents the developer with a query about the identified method invocation, expressed in terms of
the input and resulting output of the invocation. Fourth, Enlighten collects the developer feedback on the correctness of individual data values in the provided inputs and outputs and encodes this feedback as extra program specifications (i.e., extra tests that can improve the SFL results). Finally, Enlighten repeats these steps until the fault is found or the developer decides to stop.

Our approach can overcome the important limitations of traditional SFL that we highlighted earlier. Specifically, Enlighten does not require developers to decide whether a statement in isolation is correct, but rather to check high-level input-output relationships at the method level. We believe that operating at the level of abstraction of a method, whose semantics is often well understood by developers, can make the technique considerably more effective and usable. Moreover, developers can skip queries that they cannot answer and, as shown in our evaluation, the technique is resilient to occasional erroneous responses. Basically, when successful, Enlighten can nicely guide the developers towards the fault by following an iterative process that gets their input at a level of abstraction they can typically understand.

To evaluate Enlighten, we implemented the approach and performed two empirical studies. In our first study, we used an automated oracle to simulate the presence of a developer and applied Enlighten to a large number of faults in 5 open source programs. The faults we considered included 27 real faults and 1,780 mutation faults, which we generated to increase the number of data points. As our results show, for over 96% of the faults considered, Enlighten required less than 10 interactions with the simulated user to localize the fault. In the second part of our evaluation, we performed an actual user study. We selected 4 real faults and 24 participants and assigned to each participant two debugging tasks: one to be performed using Enlighten, and one to be performed using the debugging technique(s) of their choice. When using Enlighten, the participants performed considerably better than when debugging without the help of our tool. The improvement was significant in terms of both number of faults localized and time needed to localize the faults. Overall, we believe that our results provide a clear indication that Enlighten is a promising approach for debugging and fault localization.

The main contributions of this paper are:

- **Enlighten**, a new debugging technique that improves traditional fault localization approaches by incorporating user feedback.
- A tool that implements Enlighten and that is publicly available, together with our experiment data and infrastructure (http://www.cc.gatech.edu/~orso/software/enlighten/).
- Two complementary evaluations of Enlighten: an extensive analytical study with simulated users, in which we evaluate Enlighten on a large number of faults; and an actual user study, in which we evaluate Enlighten in a realistic debugging scenario involving real users.

## 2 APPROACH

Figure 1 provides a high-level view of Enlighten and shows input (left side), output (right side), and main components of the technique (inside the box). As the figure shows, Enlighten takes as input a program and its test suite and produces as output the likely location of the fault. The fault localization process of Enlighten is iterative and user-driven, as indicated by the loop and the developer’s avatar in the figure. Intuitively, at the beginning of the process, Enlighten has limited knowledge about what may be causing a failure. Each iteration, however, adds relevant debugging information to Enlighten’s knowledge base, which helps eventually locating the bug. In the following, we first briefly describe the main components of the technique and then discuss them in detail.

1) The **Test Runner and Dependency Analyzer** component takes as input the faulty program and a test suite for the program and computes, for each test, a dynamic dependence graph, test results, coverage information, and a set of incorrect data values.

2) The **SFL Calculator** uses the test results and the coverage information to produce a ranked list of suspicious statements, using a traditional SFL approach.

3) The **Query Generator** takes as input the program, its test suite, and the artifacts produced by the Test Runner and Dependency Analyzer, and generates debugging queries using the SFL results. Each query consists of a method invocation, together with its inputs (parameters plus relevant state) and outputs (including side effects), which the developer can mark as correct or incorrect.
4) The Feedback Analyzer takes as input the response to a debugging query. If the developer has found the bug, the process stops. Otherwise, the Feedback Analyzer updates the debugging data based on the developer feedback and performs another iteration.

Conceptually, ENLIGHTEN can operate with test suites that contain test cases triggering different faults. Multiple faults can negatively affect the initial SFL results. However, because ENLIGHTEN generates queries for a specific test case, the feedback provided by the user should overcome the noise introduced by the multiple faults. Moreover, there are several techniques that can cluster test cases that fail for similar reasons (e.g., [5, 14]) and that could be used to "specialize" the test suite before applying ENLIGHTEN.

It is also worth noting that debugging queries do not need to be formulated at the granularity of method invocations, and alternative partial program executions could be used instead. We choose to use method calls because methods are a fundamental abstraction developers use to reason about program semantics, and the behavior of many methods should be well understood by the developers.

2.1 Test Runner & Dependency Analyzer

The Test Runner is a traditional driver that takes a program and its test suite as input and produces as output the test results (pass or fail), coverage data, and a set of incorrect values. This latter is a set of incorrect values that is initialized, for each test case, with the value associated with the corresponding failure. (The Feedback Analyzer then adds to the set values marked as erroneous by the developers in response to queries.) In our implementation of ENLIGHTEN, which is for Java programs, a test failure can result in either an uncaught exception or a failing assertion. In these cases, the value associated with the failure is the reference to the object corresponding to the uncaught exception or the failed assertion, respectively.

The Dependency Analyzer, conversely, produces a Dynamic Dependence Graph (DDG) for every failing test in the test suite. In the DDG, nodes represent occurrences of statements in the program, whereas edges represent dynamic (data or control) dependences between these statements. As it is traditionally done, statements that contain more than one definition are split so that each node contains at most one definition.

2.2 SFL Calculator

ENLIGHTEN uses a modified version of Ochiai [3] to perform SFL. We selected Ochiai because it has been shown to perform well in practice. The specific formula we use to compute the suspiciousness of a statement $s$ is $\text{susp}(s) = a_{ef} / (a_{ep} + a_{ef}) \times (a_{ef} + a_{ef})$. In the formula, $a_{ef}$ (resp., $a_{ef}$) denotes the number of failing tests that covered (resp., did not cover) $s$. The term $a_{ep}$ denotes the sum of the weights of the passing tests that covered $s$ (as opposed to the number of passing tests that covered $s$ in the original formula). The approach assigns weight 0.1 to the tests in the initial test suite and weight 1 to the virtual tests that encode the feedback provided by the user (see Section 2.4). The rationale for this decision is that we want the human feedback to have a high impact on the SFL results, as it relates to very focused partial executions. We picked these specific numbers so that there is an order of magnitude difference between the two. In future work, we plan to experiment with different weights and better understand their effect. In computing the formula, statements that are not executed in any test are assigned a suspiciousness score of 0.

2.3 Query Generator

ENLIGHTEN interacts with the developer through debugging queries, which are expressed in terms of inputs and outputs of a suspicious method invocation and are about the correctness of that invocation. The query generation process consists of (1) selecting a failing test, (2) selecting a suspicious method invocation, and (3) producing a debugging query. We now describe each of these steps.

2.3.1 Selecting a Failing Test. ENLIGHTEN generates debugging queries for a failing test. When multiple failing tests exist, and developers do not specify their test of choice, the technique selects the test that makes the smallest number of method calls. The rationale is that shorter traces should be easier to debug.

2.3.2 Selecting a Suspicious Method Invocation. Before describing how ENLIGHTEN selects suspicious method invocations, we must define the concept of value suspiciousness. Traditional SFL techniques (e.g., [3, 15]) associate suspiciousness scores to program statements. ENLIGHTEN uses these scores to compute the suspiciousness of values defined within a dynamic method invocation (i.e., a specific runtime instance of a method execution). In the following, $\text{slice}(v, \text{inoc})$ denotes the dynamic backward slice associated with value definition $v$, limited to dynamic method invocation $\text{inoc}$, $v.\text{instr}$ denotes the instruction associated with definition $v$ (i.e., the instruction that defines $v$), and $\text{susp}(\text{instr})$ denotes the suspiciousness score of instruction $\text{instr}$, as computed by the SFL calculator. ENLIGHTEN computes the suspiciousness of a value definition $v$ for a dynamic method invocation $\text{inoc}$ in two steps. First, it computes the base suspiciousness of $v$ as $\text{base}_{\text{susp}}(v, \text{inoc}) = \max\{\text{susp}(v'.\text{instr}) | v' \in \text{slice}(v, \text{inoc})\}$. It then computes the actual value suspiciousness of $v$ ($\text{val}_{\text{susp}}(v)$) based on whether $v$ affects, through direct or indirect dependencies, values already known to be incorrect. Specifically, ENLIGHTEN computes $\text{val}_{\text{susp}}(v)$ by multiplying $\text{base}_{\text{susp}}(v)$ by an amplifying factor that is equal to either 1, if no previously labeled incorrect value depends on $v$, or 1 plus the number of incorrect values that depend on $v$, otherwise. Intuitively, values that affect others that developers previously labeled as incorrect are more suspicious.

To select the method invocation for the next query, ENLIGHTEN considers the output of all the invocations within the (failing) test execution being considered, where the output includes the state of the objects passed as parameters, the values of the modified global variables and objects, and the return value (or exception thrown). For each such output item, ENLIGHTEN computes the corresponding value suspiciousness (i.e., the value suspiciousness of the corresponding definition). It then identifies the outputs with the highest value suspiciousness and selects the corresponding method invocation. In case of ties, ENLIGHTEN prioritizes methods higher in the call chain and chooses randomly when all conditions are equal.

2.3.3 Producing a Debugging Query. Conceptually, a query is a set of questions in the form “Is this value correct?”. Specifically, ENLIGHTEN reports to the developer the inputs and outputs of a method
```java
Set<Test> passingTests = ...;
Set<Value> incorrectValues = ...;

incorporateFeedback(Feedback feedback) {
    if (feedback.isIncorrectInput()) {
        incorrectValues.addAll(
            feedback.getIncorrectInputValueDefs());
    } else {
        // ``I don't know''
        return;
    }

    for (Value v : feedback.getCorrectOutputValueDefs()) {
        Test virtualTest = new Test();
        virtualTest.setCoverage(slice(v, feedback.invoc));
        passingTests.add(virtualTest);
    }

    if (feedback.hasIncorrectOutput()) {
        response = askIfFaultFound();
        if (response == "yes") return;
        Set<Instr> directCov = feedback.invoc.getDirectCoverage();
        if (response == "no") removeCoverage(directCov);
        else if ("I don't know")
            Test virtualTest = new Test();
            virtualTest.setCoverage(directCov);
    }

    incorrectValues.addAll(
        feedback.invoc.getTransitiveOutputValueDefs());
    Set<Instr> transitiveCov =
        feedback.invoc.getTransitiveCoverage();
    restrictSflTo(transitiveCov);
}
```

Figure 2: Algorithm for incorporating feedback.

call that produces the most suspicious output (see Section 2.3.2) and highlights the data values with various colors (and transparency) to indicate their relative suspiciousness. Figure 4 shows an example of a debugging query where the field numElems is classified as highly suspicious. Developers can answer positively or negatively to any number of questions in a debugging query. A positive (resp., negative) answer indicates that the developer believes the value is correct (resp., incorrect) for that specific invocation. Intuitively, labeling an output as incorrect indicates that the bug is either in the method itself or in one of the methods it calls. Note that developers can also label an input as incorrect (e.g., an unexpected null value); labeling an input as incorrect tells ENLIGHTEN to ignore the current invocation and focus on methods that led to this invocation instead.

### 2.4 Feedback Analyzer

Figure 2 shows the algorithm for incorporating the feedback provided by developers through their answers to debugging queries (see Figure 1). Global variables `passingTests` and `incorrectValues`, declared at lines 1 and 2, store coverage information for passing tests and a set of known incorrect values observed during a debugging session. ENLIGHTEN incorporates feedback by modifying these sets. At lines 5–9, the algorithm handles the case of the developer marking some values on the input as incorrect; method `getIncorrectInputValueDefs` returns the set of value definitions specified as incorrect by the developer, and the algorithm adds those values to the set `incorrectValues` and returns.

Lines 10–14 handle the case in which the developer has labeled some output values as correct. In this case, ENLIGHTEN creates a passing virtual test for each value `v` labeled as correct and updates the debugging information accordingly: function `slice` computes the dynamic backward slice from `v`, and function `setCoverage` marks the statements in the slice as covered by the newly created virtual test. Intuitively, adding passing virtual tests reduces the suspiciousness of statements related to the computation of `v`.

Lines 15–29 handle the case in which the developer has labeled some output values as incorrect, which indicates that there may be faults in the current method or in one of the methods it calls. ENLIGHTEN therefore asks the developer to check whether the fault is in the code of the current method and to provide one of three possible answers: yes, no, `Idon't know` (line 16). If the developer’s answer is yes, the fault localization process ends (line 17). If the answer is no, ENLIGHTEN marks all the statements in the method as not covered (by any test), which has the effect of setting to zero the suspiciousness of all instructions in this method (line 19). (Note that this does not prevent ENLIGHTEN from looking for the fault in methods called by this method.) Finally, if the answer is `Idon't know`, ENLIGHTEN slightly decreases the suspiciousness of the current method by adding a passing virtual test whose coverage consists of the statements directly covered by the current invocation (lines 21–22).

In these two latter cases (i.e., no and `Idon't know` answers), the fault localization process then continues. As in the case of incorrect input values, ENLIGHTEN adds output values marked as incorrect to the set of known incorrect values. Lines 26–28 then restrict the computation of SFL suspiciousness to the instructions covered, directly or indirectly, by the current invocation only.

### 2.5 Illustrative Example

To help illustrate the details of our approach, we introduce an example consisting of a simple faulty program. Figure 3 shows the code and corresponding test suite for class `BoundedStack`, which implements a stack of bounded size and which we adapted from previous work [30]. For brevity, we omitted the code that checks the capacity of the stack in method `push`. The fault is located at line 8: method `pop` should have no effect on an empty stack, but it does not check whether the stack is empty. Consequently, when the stack is empty, the method `pop` incorrectly decrements the field `numElems` denoting the stack size, which becomes negative. This class has three unit tests, and test `t3` fails with an `ArrayIndexOutOfBoundsException` when calling `bs.peek()` at line 35, after calling `bs.pop()` on an empty stack. At that point, the field `numElems` is -1, and the expression `size()-1` at line 12 evaluates to -2.

We now describe how ENLIGHTEN would support a developer in localizing the fault in this code.

**First Iteration.** The left table in Figure 5 shows the initial SFL results: line 13 is the most suspicious statement, while the actually faulty line is ranked, in the worst case, at fourth place among the eight executable statements of the program. The imprecision of SFL is caused by the fact that line 13 happens to be invoked only in the failing test case, and it thus has a stronger correlation with test failures than the actual faulty statement.

The value stored in field `numElems`, defined during the invocation of `clear`, gets its base suspiciousness score from the suspiciousness of the definition at line 13, which is 1.0. This score is then multiplied by its amplifying factor, which is computed based on the set of incorrect data values. This set initially only contains the exception object thrown when accessing the array `elems` at line 12 in `t3`. Because this exception object has a dynamic dependence on the value stored in field `numElems`, the amplifying factor associated with that value would be 2, and the value suspiciousness for `numElems` would therefore be 2.0 (see Section 2.3.2).

In this case, the value suspiciousness of `numElems` would be the highest amongst all values observed. ENLIGHTEN would therefore...
public class BoundedStack {
  Integer[] elems; int numElems;
  BoundedStack(int max) { elems = new Integer[max]; }
  void push(Integer k) { // check size against capacity
    elems[numElems++] = k;
  }
  void pop() { --numElems; }
  Integer peek() {
    if (size() = 0)
      return null;
    else return elems[size() - 1];
  }
  void clear() {
    elems = null;
  }
  int size() { return numElems; }
  ...
}

Figure 3: Stack and corresponding test suite.

generate a debugging query for clear, shown in Figure 4, with the value of field numElems, marked as highly suspicious (i.e., red).

After inspecting the inputs and outputs, the developer would find that the method correctly set numElems to 0 and respond to the query accordingly. As a result, Enlighten would add a virtual test to the test suite reflecting the positive feedback from the developer on that output value. The coverage matrix on the right side of Figure 5 shows the updated rankings after this first iteration. Note that failing test cases and passing virtual test cases have weight 1, as described in Section 2.2.

Second iteration. The statements at lines 8, 10, and 12 appear at the top of the ranking after the first iteration, with suspiciousness 0.95. Line 8 computes the value of bs.numElems in bs.pop(), while the execution of line 10 and 12 result in an array-out-of-bound exception in bs.peek(). The value of bs.numElems at the exit of pop() and the reference of the exception thrown by bs.peek() have thus a base suspiciousness of 0.95. Because the observed failure dynamically depends on both these values, their value suspiciousness is 1.90 (0.95 × 2). Since there are two invocations that result in the same (highest) suspiciousness value, let us assume that Enlighten randomly picks the call to function peek for the next query. In this case, the exception object (along with the “this” reference) would be the output of the call.

Given this query, the developer would realize that the exception is expected, as it is caused by a stack size that was already negative at the entry of the call. The developer would therefore mark field numElems in the input as incorrect. Enlighten would thus add the value (−1) in field numElems to the set of known-incorrect values, which has the effect of increasing the amplifying factor associated with all definitions that affect that value, and return (see Section 2.4).

Third iteration. Due to the increase in its amplifying factor during the last iteration, the data value bs.numElems in bs.pop() becomes the single most suspicious value definition, with a suspiciousness score of 2.85 (0.95 × 3). Enlighten would therefore select the invocation of pop() for the third query to the developer. The developer would likely and quickly understand the failure, by observing that the value of this.numElems is 0 at the entry of the call and −1 at its exit, and end the fault localization process.

3 EMPIRICAL EVALUATION

We conducted two complementary studies to evaluate Enlighten: an analytical study with simulated users (Section 3.1) and a user study with real users (Section 3.2). The former let us evaluate our technique on a large number of data points and under various settings, which is typically challenging in studies involving real users. The study with real users, conversely, let us assess the usefulness of Enlighten when considering actual developers’ behavior, which can only be approximated in a simulation.

3.1 Study with Simulated Users

In this study, we investigated different aspects of Enlighten using simulated users and a large number of faults. Specifically, we investigated the following research questions:

RQ1. How many iterations are necessary for Enlighten to localize a fault?

RQ2. What is the impact of the customized SFL formula and the amplifying factor on the effectiveness of Enlighten?

RQ3. How sensitive is Enlighten to incorrect user responses to debugging queries?

The first question evaluates the performance of Enlighten in a scenario in which the user always answers queries correctly. The second question assesses the usefulness of some key features of Enlighten. Finally, the third question evaluates how the performance of Enlighten degrades when the accuracy of the developers’ responses degrades.

3.1.1 Experiment Setup.

Benchmark Programs and Faults. As benchmarks, we used three open-source programs widely used in fault localization research: Math, Lang, and Jsoup. Math and Jsoup are available in their public
repositories [1], whereas Lang is available in the Defects4J repository [18]. (Math is also part of Defects4J, but with different versions from the ones we considered.) We selected these benchmarks because they do not use features unsupported by Java PathFinder [31], which ENLIGHTEN currently leverages to build DDGs. Table 1 presents these programs and faults. Since each program has multiple versions, we report the number of classes, number of methods, and code size as numeric ranges. We considered two sets of faults: (1) 27 real faults, available together with the benchmarks, and (2) 1,780 mutation faults [4, 19], which we created using the mutation tool Major [17]. We discarded faults that traditional SFL ranked in a top position, as we wanted to evaluate ENLIGHTEN in the more challenging (and more common) cases in which vanilla SFL would not be useful. This led to discarding 3 of the 30 real faults available. For the mutation faults, we ran Major in its default configuration and only considered mutants killed by at least one failing test case.

**Simulated Users (Automated Oracles).** We used automated oracles, in lieu of real users, to answer the queries that ENLIGHTEN generated. Consider a query involving a specific invocation of a method. To suitably classify an output value as correct or incorrect, the oracle re-runs the correct version of the program and compares this expected output with that of i’s actual execution. To ensure that i is executed with the same input as the faulty program, the oracle starts the test execution on the faulty version and replaces the definition of the faulty class with the correct one right before invoking i, using runtime class re-definition [2].

We assume deterministic executions, so that any difference in program state between the two runs on the faulty and correct versions can only be caused by the fault. Also, for each query, our oracle only provides feedback on the most suspicious of the output values, rather than on multiple ones. Note that providing feedback on multiple values would help locate the fault in fewer iterations, and thus likely improve the performance of our technique. However, we believe that the approach we chose mirrors the behavior of a real user, who is more likely to focus on one or at most a few output values than on all of them. We confirmed this in our user study (see Section 3.2).

In the simulated study, ENLIGHTEN terminates when (1) the current most suspicious data value is actually faulty (i.e., it has been produced by a faulty statement), and (2) this value is computed directly in the current queried invocation. If these two conditions are not met within 100 iterations, ENLIGHTEN terminates the fault localization process and considers it failed.

**Metrics.** We used two metrics for evaluating the effectiveness of ENLIGHTEN: (1) the number of queries answered by the simulated user before finding the fault and (2) the number of distinct method invocations involved in such queries (the same invocation can become the most suspicious more than once). We consider these metrics reasonable approximations of developer effort: the former measures the number of interactions between the developer and the tool; the latter measures the number of times the developer needs to understand a new invocation (i.e., partial execution).

### 3.1.2 RQ1: How many iterations are necessary for ENLIGHTEN to localize a fault?

To answer RQ1, we ran ENLIGHTEN on our benchmarks and faults. We discuss the results for the real faults and those for the mutation faults separately. Table 2 shows the summary of our results for the real faults. Column "Fault ID" shows the identifier of the faults documented in the repositories from which we obtained them. Column "IRoF" (Initial Rank of Fault) shows the statement-level rank of the fault produced by SFL on the first iteration of a debugging session. Column "#Invocs" shows the number of distinct method invocations in the queries produced to locate the fault. Column "# Queries" shows the number of queries answered by the simulated user before finding the fault. Column "default" shows the results obtained with the default configuration of ENLIGHTEN, whereas the remaining columns show results obtained using alternative configurations (see Section 3.1.3).

ENLIGHTEN successfully localized 23 of the 27 (85%) faults within 10 iterations or less, and 26 of the 27 (96%) faults within 28 iterations or less. In 11 cases ENLIGHTEN required only 1 query to localize the fault, even though SFL did not rank the faulty line first. Considering all the faults in the study, the average number of iterations necessary for localization was 4.81 (min = 1, max = 28), and the average number of invocations involved was 2.58 (min = 1, max = 10).

We manually inspected the case of Lang b26, for which ENLIGHTEN fails to locate the fault with less than 100 queries. The faulty invocation is selected for the first time on the 15th debugging query. The suspicious output of this invocation is a string that is partially incorrect. However, due to the particular way the

### Table 1: Benchmarks and faults considered.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th># Classes</th>
<th># Methods</th>
<th>kLOC</th>
<th># Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math</td>
<td>236 - 447</td>
<td>1,725 - 3,899</td>
<td>43 - 83</td>
<td>11</td>
</tr>
<tr>
<td>Lang</td>
<td>123 - 170</td>
<td>1,835 - 2,281</td>
<td>45 - 57</td>
<td>8</td>
</tr>
<tr>
<td>Jsoup</td>
<td>75 - 206</td>
<td>611 - 1,032</td>
<td>8 - 14</td>
<td>8</td>
</tr>
</tbody>
</table>

### Table 2: Summary of results for real faults.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Fault ID</th>
<th>IRoF</th>
<th>#Invocs</th>
<th>#Queries</th>
<th>default</th>
<th>w/o Wt</th>
<th>w/o AF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lang</td>
<td>b10</td>
<td>63</td>
<td>10</td>
<td>16</td>
<td>39</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Lang</td>
<td>b16</td>
<td>53</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Lang</td>
<td>b24</td>
<td>65</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>Lang</td>
<td>b26</td>
<td>114</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Lang</td>
<td>b28</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Lang</td>
<td>b39</td>
<td>53</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Lang</td>
<td>b5</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Lang</td>
<td>b6</td>
<td>17</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Jsoup</td>
<td>1_3_4-1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Jsoup</td>
<td>1_3_4-3</td>
<td>73</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Jsoup</td>
<td>1_4_2-1</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Jsoup</td>
<td>1_5_2-2</td>
<td>21</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Jsoup</td>
<td>1_5_2-5</td>
<td>20</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Jsoup</td>
<td>1_6_1-ICR1</td>
<td>56</td>
<td>2</td>
<td>9</td>
<td>16</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Jsoup</td>
<td>1_6_1-ICR2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Jsoup</td>
<td>1_6_3-3</td>
<td>36</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

**Average** - 2.58 4.81 6.46 10.12
We conjecture that in this case a real developer would be more suspicious of the values, as discussed above.)

The design of Enlighten used to compute value suspiciousness are two important aspects of the amplifying factor on the effectiveness of Enlighten. In the cases we considered, the reason may be that many of the real faults are inherently more difficult to locate than for real faults, at least for the cases we considered. The reason for this is that, even in cases where the performance of Enlighten has a considerably high value, the correlation between the problem difficulty, as measured by the contribution of the amplifying factor, and the initial rank of the fault is 0.67, suggesting a moderate to strong positive correlation. Overall, the results suggest that even in cases where Enlighten selects a low number of invocations to locate a fault, the number of queries to locate the remaining faults is still able to identify the fault in almost all cases. Even with 30% erroneous answers, the average number of queries increased by 139%.

Table 3: Summary of results for mutation faults.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>#Mut</th>
<th># Queries [min, max]</th>
<th>Not Found</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math</td>
<td>1,174</td>
<td>915 77.94% 215 18.31% 29 2.47%</td>
<td>15 1.28%</td>
</tr>
<tr>
<td>Lang</td>
<td>490</td>
<td>438 89.39% 47 9.59% 5 1.02%</td>
<td>0 0.00%</td>
</tr>
<tr>
<td>Jsoup</td>
<td>116</td>
<td>77 66.38% 34 29.31% 2 1.72%</td>
<td>3 2.59%</td>
</tr>
<tr>
<td>Total</td>
<td>1,780</td>
<td>1,430 80.34% 296 16.63% 36 2.02%</td>
<td>18 1.01%</td>
</tr>
</tbody>
</table>

Answering RQ2: Results indicate that the customized SFL formula and the amplifying factor both contribute to improve Enlighten’s performance. The contribution of the customized SFL formula is lower compared to the contribution of the amplifying factor.

3.1.4 RQ3: How sensitive is Enlighten to incorrect user responses to debugging queries? So far, we have assumed that developers do not make mistakes. In practice, however, they can err by labeling correct values as incorrect or vice versa. This research question investigates how sensitive is the performance of Enlighten to incorrect values labeled as correct. (We leave to future work the investigation of the opposite case, which we consider less likely to happen.) To conduct this study, we modified our automated oracle so that it produced this type of erroneous answers with a configurable probability. Specifically, we considered error rates ranging from 5% to 30%, with 5 percentage points increments, and measured the number of queries and the number of cases in which Enlighten fails. As before, we configured the oracle to provide only one answer per query.

Table 4 shows, for each benchmark and for the different error rates considered, the average increase in the number of queries necessary to locate a fault over the case of an ideal oracle (i.e., a user that does not make mistakes). For example, when the erroneous answer rate is 30%, Enlighten needs, on average, 42.67% more queries to locate a fault. The results in the table show, as expected, a positive correlation between the rate of erroneous answers and the increase in the number of answers required to locate a fault. However, the results also show that Enlighten is still able to localize the fault in almost all cases. Even with 30% erroneous answers, the average success rate was higher than 99.8%.

3.1.3 RQ2: What is the impact of the customized SFL formula and the amplifying factor on the effectiveness of Enlighten? The weights used to compute statement suspiciousness and the amplifying factor used to compute value suspiciousness are two important aspects of the design of Enlighten. This research question evaluates their effectiveness. To answer RQ2, we ran Enlighten disabling each of these features separately and compared the results so obtained with those obtained using both features.
Table 4: Sensitivity of Enlighten to human errors. Values indicate the percentual increase in the number of queries over an ideal oracle (i.e., a user that does not make mistakes).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Error rate 5%</th>
<th>Error rate 10%</th>
<th>Error rate 15%</th>
<th>Error rate 20%</th>
<th>Error rate 25%</th>
<th>Error rate 30%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math</td>
<td>5.92%</td>
<td>12.26%</td>
<td>18.82%</td>
<td>25.46%</td>
<td>32.08%</td>
<td>38.58%</td>
</tr>
<tr>
<td>Lang</td>
<td>6.08%</td>
<td>14.36%</td>
<td>21.99%</td>
<td>29.49%</td>
<td>36.94%</td>
<td>43.75%</td>
</tr>
<tr>
<td>Jsoup</td>
<td>7.63%</td>
<td>15.88%</td>
<td>24.37%</td>
<td>32.82%</td>
<td>41.02%</td>
<td>48.85%</td>
</tr>
<tr>
<td>Average</td>
<td>6.13%</td>
<td>13.89%</td>
<td>21.24%</td>
<td>28.58%</td>
<td>35.75%</td>
<td>42.67%</td>
</tr>
</tbody>
</table>

Answering RQ3: Although the number of queries needed to localize a fault increases with the ratio of erroneous answers, Enlighten can successfully locate the fault in most cases even in the presence of (considerable amounts of) erroneous feedback.

3.2 User Study

In addition to our study with simulated users, we conducted two actual user studies to evaluate Enlighten in a realistic scenario. Our user studies involve two debugging tasks each, where each task consists of localizing and proposing a fix for a fault in a program.

3.2.1 Study Setup.

Benchmarks, Faults, and Participants. The software benchmarks and faults we selected are non-trivial, real faults that existed in released versions of popular software libraries written in Java. To simulate a scenario in which participants debug code with which they are familiar, we wanted software whose semantics should be well understood by a person with a computer science background. To this end, we chose code that involves either basic mathematical concepts or XML parsing. In addition, as we did for our simulated study, we selected faults for which traditional SFL techniques do not perform well (i.e., the faulty statements are not ranked among the most suspicious statements). We do so to avoid trivial cases in which SFL by itself would be enough to localize the fault.

Table 5 summarizes the information about the two studies we performed. For each study and each task in that study, it shows the benchmark used in the task and a concise description of the corresponding fault considered. As the table shows, the faults we used for Tasks 1, 2, and 4 were selected from a benchmark used in the simulated study, whereas the fault we selected for Task 3 was used in a previous user study on SFL techniques [25]. It is worth noting that, although we used the same benchmark for Tasks 1 and 2, the parts of the program involved in the two tasks are different. In other words, completing Task 1 should not affect the participants’ performance in Task 2. (Even if it had an effect, it should benefit equally participants performing Task 2 with and without Enlighten.)

Based on our assessment and observations during pilot studies, the pair of debugging tasks in each study are of similar difficulty, but the tasks in Study 2 are significantly harder than those in Study 1. This let us evaluate how Enlighten performs on faults at different difficulty levels.

For each of the studies, we recruited 12 participants (different for each study). The participants are graduate students enrolled in the computer science program either at Georgia Tech or at the Federal University of Pernambuco. We also required the participants to (1) have at least three years of programming experience and (2) be familiar with the Java language and the Eclipse IDE.

For each study, we randomly assigned the participants to one of two groups: Group A or Group B. Participants in Group A performed Task 1 (Study 1) or Task 3 (Study 2) without Enlighten and Task 2 (Study 1) or Task 4 (Study 2) with Enlighten. Participants in Group B performed Task 2 (Study 1) or Task 4 (Study 2) without Enlighten and Task 1 (Study 1) or Task 3 (Study 2) with Enlighten. The participants not using Enlighten were allowed to use their preferred traditional debugging approaches (e.g., the Eclipse IDE debugger, print statements, step-by-step execution).

We used traditional debugging approaches instead of SFL as our baseline for two reasons. First, existing studies show that SFL tends to produce no measurable advantages over traditional debugging [25, 32], so we do not expect user performance to improve using SFL instead of traditional debugging. Second, we believe that traditional debugging is a more objective baseline, as it relies on mature/well-accepted tools known to our participants.

We implemented Enlighten as a plugin for the Eclipse IDE and distributed the materials for the user study as a virtual machine image, so as to ensure a uniform experience across all participants. We informed the participants that we would measure their performance while debugging using two debugging approaches, without mentioning that Enlighten was our technique. Before the study began, the participants read a tutorial on the Enlighten plugin. When done with the tutorial, they performed their assigned debugging tasks. The time limit for each debugging task in Study 1 and Study 2 was 20 and 30 minutes, respectively.

In pilot studies, we found that the participants gave up on their tasks due to the complexity of the code involved and their lack of understanding of (some of) that code. Therefore, when performing the actual study, we allowed participants in all groups to ask questions about the semantics of a piece of code during the debugging process. This is akin to the common scenario in which the person who is performing the debugging task asks questions about the code to a developer with deeper knowledge of the software involved. We made sure to answer only general questions about what the methods were supposed to do, and we did not answer any questions about the faults being diagnosed.

3.2.2 Results. Tables 6 and 7 show the results of the two studies. In both tables, the first two columns show the ID and the corresponding group for each participant. Columns labeled “Success” indicate whether the participant correctly identified the fault in the debugging tasks (“Y”) or not (“N”). Columns labeled “Time (min)” report the time spent in localizing the fault (in case of success). For both groups, the results for the task performed using traditional debugging are shown in the 3rd and 4th columns, and the results for the task performed using Enlighten are shown in the 5th and
Also in this case, the differences for both metrics are statistically significant. The p-value of the one-tailed t-test of the success rates is 0.009, and that of the debugging time is less than 0.001.

In Study 1, all participants successfully completed both of their debugging tasks. On average, participants took 15.5 minutes to complete the tasks using traditional debugging, and 9.4 minutes to complete the tasks using Enlighten. Therefore, for the tasks considered, Enlighten reduced the debugging time by 39% on average. This difference is statistically significant with a p-value less than 0.005 using a one-tailed t-test.

In Study 2, participants successfully completed 58.3% of the debugging tasks using traditional debugging, and the average debugging time for these successful cases was 23.2 minutes. Conversely, the participants successfully completed all their tasks when using Enlighten, and the average time spent on each task was 9.5 minutes. In these cases, therefore, the use of Enlighten increased the success rate by 71.5% and reduced the debugging time by 59%. Also in this case, the differences for both metrics are statistically significant. The p-value of the one-tailed t-test of the success rates is 0.009, and that of the debugging time is less than 0.001.

On average, for the tasks completed using Enlighten, participants needed 67% more queries than the perfect oracle to localize the faults, which indicates that humans do make mistakes in answering queries. However, it is worth noting that 71% of the participants needed exactly the same number of queries as the perfect oracle.

Comparing the reduction in debugging time in the two studies, the results seem to indicate that Enlighten improves developers’ efficiency in debugging tasks more significantly for faults that are more difficult to diagnose, which we consider a positive result.

3.3 Limitations and Threats to Validity

The main limitation of our current implementation of Enlighten comes from the computation of the dynamic dependence information. Due to the enormous engineering effort required to develop a tool that implements our approach, the current dynamic dependency analyzer does not support some features of the Java standard library (e.g., certain encryption algorithms and Swing). This is an implementation-specific limitation and can be addressed with additional engineering. Another limitation, shared with many other debugging techniques that rely on dynamic slicing, is that the performance overhead of Enlighten during program execution can be significant. In the user study, however, no participant complained about the running time of Enlighten.

The major internal threat to validity for our evaluation has to do with possible faults in our implementation of Enlighten that may invalidate our results. To address this threat, we carefully checked and unit tested our code during development. Furthermore, for the real faults in the benchmark, we manually inspected the interactions between the automated oracle and Enlighten to confirm that the sequences of debugging queries and feedback were correct.

### Table 6: Results for User Study 1.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Group</th>
<th>Task 1 (Traditional)</th>
<th>Task 2 (Enlighten)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Success Time (min)</td>
<td>Success Time (min)</td>
</tr>
<tr>
<td>1</td>
<td>A Y</td>
<td>17.5</td>
<td>5.4</td>
</tr>
<tr>
<td>3</td>
<td>A Y</td>
<td>8.9</td>
<td>11.0</td>
</tr>
<tr>
<td>5</td>
<td>A Y</td>
<td>8.0</td>
<td>10.8</td>
</tr>
<tr>
<td>7</td>
<td>A Y</td>
<td>5.5</td>
<td>8.5</td>
</tr>
<tr>
<td>9</td>
<td>A Y</td>
<td>18.3</td>
<td>16.0</td>
</tr>
<tr>
<td>11</td>
<td>A Y</td>
<td>25.1</td>
<td>16.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task 2 (Traditional)</th>
<th>Task 1 (Enlighten)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success Time (min)</td>
<td>Success Time (min)</td>
</tr>
<tr>
<td>2</td>
<td>B Y</td>
</tr>
<tr>
<td>4</td>
<td>B Y</td>
</tr>
<tr>
<td>6</td>
<td>B Y</td>
</tr>
<tr>
<td>8</td>
<td>B Y</td>
</tr>
<tr>
<td>10</td>
<td>B Y</td>
</tr>
<tr>
<td>12</td>
<td>B Y</td>
</tr>
</tbody>
</table>

Average 100% 15.5 100% 9.4

### Table 7: Results for User Study 2.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Group</th>
<th>Task 3 (Traditional)</th>
<th>Task 4 (Enlighten)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Success Time (min)</td>
<td>Success Time (min)</td>
</tr>
<tr>
<td>1</td>
<td>A N</td>
<td>-</td>
<td>Y 9.3</td>
</tr>
<tr>
<td>3</td>
<td>A Y</td>
<td>21.9</td>
<td>Y 18.0</td>
</tr>
<tr>
<td>5</td>
<td>A N</td>
<td>-</td>
<td>Y 9.6</td>
</tr>
<tr>
<td>7</td>
<td>A Y</td>
<td>30.0</td>
<td>Y 5.9</td>
</tr>
<tr>
<td>9</td>
<td>A Y</td>
<td>24.0</td>
<td>Y 6.0</td>
</tr>
<tr>
<td>11</td>
<td>A Y</td>
<td>21.8</td>
<td>Y 9.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task 4 (Traditional)</th>
<th>Task 3 (Enlighten)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success Time (min)</td>
<td>Success Time (min)</td>
</tr>
<tr>
<td>2</td>
<td>B N</td>
</tr>
<tr>
<td>4</td>
<td>B N</td>
</tr>
<tr>
<td>6</td>
<td>B Y</td>
</tr>
<tr>
<td>8</td>
<td>B Y</td>
</tr>
<tr>
<td>10</td>
<td>B Y</td>
</tr>
<tr>
<td>12</td>
<td>B N</td>
</tr>
</tbody>
</table>

Average 58.3% 23.2 100% 9.5

The 6th columns. The last row in each table shows the average success rate and debugging time for each task and technique.

In Study 1, all participants successfully completed both of their debugging tasks. On average, participants took 15.5 minutes to complete the tasks using traditional debugging, and 9.4 minutes to complete the tasks using Enlighten. Therefore, for the tasks considered, Enlighten reduced the debugging time by 39% on average. This difference is statistically significant with a p-value less than 0.005 using a one-tailed t-test.

In Study 2, participants successfully completed 58.3% of the debugging tasks using traditional debugging, and the average debugging time for these successful cases was 23.2 minutes. Conversely, the participants successfully completed all their tasks when using Enlighten, and the average time spent on each task was 9.5 minutes. In these cases, therefore, the use of Enlighten increased the success rate by 71.5% and reduced the debugging time by 59%. Also in this case, the differences for both metrics are statistically significant. The p-value of the one-tailed t-test of the success rates is 0.009, and that of the debugging time is less than 0.001.

On average, for the tasks completed using Enlighten, participants needed 67% more queries than the perfect oracle to localize the faults, which indicates that humans do make mistakes in answering queries. However, it is worth noting that 71% of the participants needed exactly the same number of queries as the perfect oracle.

Comparing the reduction in debugging time in the two studies, the results seem to indicate that Enlighten improves developers’ efficiency in debugging tasks more significantly for faults that are more difficult to diagnose, which we consider a positive result.

At the end of the user study, we asked the participants to complete a questionnaire about whether/how Enlighten helped them, as well as what other information could have been provided by the tool to make it easier to localize and understand the fault. The two advantages of Enlighten most frequently mentioned were that (1) it points developers to the likely faulty invocation in the execution, and (2) it provides detailed program state information for inspection. These two aspects roughly correspond to what we consider to be the main improvements we made in Enlighten over traditional debugging and traditional SFL techniques. The most wanted feature that Enlighten does not currently provide, according to the questionnaires, is the ability to get the context of the method invocation in the debugging query, including the call stack and the position of the current invocation in the entire execution. Several participants thought that this information would give them a better understanding of the entire debugging process and help them give feedback to debugging queries more efficiently. It would be straightforward to provide this additional information, and we are planning to do it in future work.

We also interviewed the participants about their general feeling on the debugging experience using Enlighten. Multiple participants mentioned that learning to use the Enlighten plugin in the time we allocated for the training was challenging. One participant specifically pointed out that it was difficult to change their debugging mindset from a traditional code-centric paradigm to a more data-centric one. Finally, several participants reported that they spent a long time inspecting the code of the method in the query only to later discover that it was not necessary. We speculate that these feedback may indicate that people’s performance using Enlighten could further improve after they get more familiar with the technique.
The main external threat to validity is that the benchmarks we used might not be representative of faults in real-world scenarios and/or our results may not generalize. To mitigate this threat, we selected benchmarks that perform different types of tasks: manipulating complex data structures, performing numeric computations, and processing XML files. In addition, in the study with simulated users we evaluated Enlighten with both real faults and a large set of mutation faults, and in the study with real developers we used four different real-world faults. Another possible external threat is that the population of participants we recruited for the user study might not be representative of real developers. To mitigate this threat, we required the participants to have at least three years of programming experience.

4 RELATED WORK

Countless papers have been published on debugging and fault localization. For the sake of space, this section focuses on the work that is most closely related to Enlighten.

Algorithmic Debugging (AD) is an interactive debugging technique that was proposed in the functional programming community by Shapiro in the early eighties [28]. Similar to our technique, AD asks developers questions on the correctness of specific function invocations in the execution tree for a given failing test. The tree is then systematically pruned based on the answers to these questions until the fault can be isolated. Enlighten differs from AD in two important ways. First, AD uses basic heuristics to identify which function invocations to target, whereas Enlighten leverages SFL and dynamic dependences. Second, AD requires developers to determine whether a function invocation is completely correct, which is difficult to do in the common case of functions that involve large portions of the program state. (This problem is common to most techniques based on AD [29], including our own previous work [22], and tends to make these approaches error-prone and impractical.) Conversely, Enlighten asks developers for feedback on individual input and output values, which we believe (and our initial results show) is a more realistic approach.

Ko and Myers proposed Whyline [20, 21], an interactive debugger that lets a developer trace incorrect variable values backwards by asking questions about how these values came to be. Whyline is similar in spirit to dynamic backward slicing—the user follows a sequence of incorrect variable values through program dependence chains to get to the fault. More recently, Lin and colleagues proposed Microbat [24], a feedback-driven debugging technique that improves on Whyline by inferring patterns in execution traces and using developer feedback to skip partial program executions, expediting the backward tracing process. Enlighten, Whyline, and Microbat all leverage lightweight user feedback to improve fault localization. However, in contrast to these other techniques, the queries Enlighten produces are contextualized by method invocations as opposed to focused on arbitrary execution points. This feature not only lets the developer obtain relevant contextual information when answering specific queries, but also enables the technique to jump across calling contexts guided by the suspiciousness of program statements.

The debugging technique proposed by Hao and colleagues [12] sets breakpoints in the faulty program using suspiciousness of program statements given by SFL. At each breakpoint, the technique asks the developer to inspect the program using a debugger to determine whether the program state has been infected by the fault. The suspiciousness of related statements is then increased or decreased by a fixed ratio based on the provided feedback. In contrast to their approach, Enlighten selects for inspection a small set of suspicious data items within selected method invocations; it does not require the developers to find faulty memory locations in the entire program state. In addition, Enlighten incorporates developers’ feedback into the SFL algorithm, so as to dynamically update suspiciousness information. In follow-up work, Hao and colleagues proposed VIDA [13], which leverages program dependences to find statements whose suspiciousness must be updated. Compared to VIDA, Enlighten asks for feedback on the input-output relations of methods, whose intended behavior tends to be well understood, rather than on individual program statements.

Gong and colleagues [10] proposed an interactive fault localization technique that continuously updates the ranked list of suspicious statements as the user marks statements as faulty and non-faulty. The intuition behind the technique is that, once a statement is labeled as non-faulty, the other statements executed in the same failing test case should be considered more suspicious. Like traditional SFL approaches, and unlike Enlighten, their technique requires developers to determine the correctness of individual program statements without contextual information, which has been shown to be problematic [25].

5 CONCLUSIONS

We presented Enlighten, an interactive feedback-driven fault localization technique. Enlighten combines SFL, algorithmic debugging, and dynamic dependence analysis by leveraging their strengths while mitigating their weaknesses. In particular, unlike traditional SFL, Enlighten asks developers contextualized questions that consist of queries about the inputs and outputs associated with concrete instances of suspicious method invocations. Also, unlike algorithmic debugging, Enlighten lets developers reason in terms of individual input/output data items, which is important in order to be able to handle large program states.

Our empirical results show that Enlighten is effective when applied to both real-world and mutation faults in the benchmarks we considered. Specifically, our study with simulated users shows that Enlighten can localize a majority of the faults with less than 10 debugging queries; and our user study shows that Enlighten can provide significant improvements over traditional debugging in terms of both number of faults localized and time needed to localize the faults.

In future work, we will conduct additional user studies to further investigate our core assumption that methods are a suitable level of abstraction for developers to understand program behavior during debugging. We will also perform a direct comparison between our approach and traditional SFL techniques in real-world scenarios. Finally, we will extend our implementation to incorporate it into additional IDEs and to remove some of its practical limitations.
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