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Abstract
We are now in the intersection of the cloud computing age and mobile revolution. Increasing number of users are storing and exchanging their data from their mobile devices to and through public cloud services such as those provided by Google, Facebook, Apple, and Microsoft. Although users may want to have faith in cloud providers to provide good security protection, the recent Edward Snowden story is the latest reminder of the reality: the confidentiality of any data in public clouds can be violated, and consequently, while the providers may not be “doing evil”, we can not and should not trust them with data confidentiality.

To better protect the privacy of user data stored on the cloud, in this paper we propose a privacy-preserving system called Mimesis Aegis (M-Aegis) that is suitable for mobile platform. M-Aegis presents a novel approach to user data privacy by providing good isolation and preserving user experience through the creation of a conceptual layer called Layer 7.5 (L-7.5), which is interposed between the application (Layer 7) and the user (Layer 8). This approach allows M-Aegis to implement a true end-to-end encryption of user data with three goals in mind:
1) plaintext data is never visible to the (untrusted) client app used to access the cloud service or any intermediary entities in the communication;
2) the original user experience with target apps is preserved; and
3) our technique is generalizable to a large number of apps and resilient to app updates, hence our solution is scalable. We argue that while existing solutions may achieve a combination of these goals, none can achieve all three, and thus M-Aegis presents a clear advantage from the point of view of three entities in a security ecosystem: the user, the system, and the developer.

In order to preserve the exact application workflow and look-and-feel, M-Aegis utilizes L-7.5’s unique layering hierarchy to form a coating on top of existing application GUIs to both intercept user plaintext before transforming them to be fed to the underlying app, and reverse-transform the data from the app before displaying the plaintext data to the user. This technique allows M-Aegis to transparently integrate with most cloud services without hindering usability and without the need for reverse-engineering. We implemented a prototype of M-Aegis on Android and show that it can support a number of popular cloud services, e.g. Gmail, Google Hangout, Facebook, WhatsApp, and Viber.

Our performance evaluation and user study show that users incur minimal overhead in adopting M-Aegis on Android: imperceptible encryption/decryption latency and very low and adjustable false positive rate when searching over encrypted data.

1 Introduction
As a result of the growth in cloud computing and mobile technology, today we witness a continuously increasing number of users who utilize mobile devices [2] to interact with public cloud services (PCS) (e.g. Gmail, Outlook, and WhatsApp) as an essential part of their daily lives. Generally, while the user’s connectivity to the Internet is improved, the problem of preserving data privacy in the interaction with PCS is yet unsolved. In fact, news about the US government’s alleged surveillance programs reminds everybody about a very unsatisfactory status quo: while PCS are essentially part-of-life, the default way of utilizing them exposes the users to privacy breaches, because it implicitly requires the users to trust the PCS providers with the confidentiality of their data, and thus their privacy; but such trust truly is unjustified, if not misplaced. Incidents that demonstrate the breach of this trust are easy to come by: 1) PCS providers are bounded by law to share their users’ data with surveillance agencies [12], 2) it is the business model of the PCS providers to go through their users’ data and share it with third parties [10, 19, 22, 40], 3) operator errors [34] can result in unintended data access, and 4) data servers can be com-
promised by attackers [47].

To alter this undesirable status quo, solutions should be built based on an updated trust model of everyday communication that better reflects the reality of threats mentioned earlier. In particular, new solutions must first assume PCS providers to be untrusted. This implies that all other entities that are controlled by the PCS providers, including apps that users installed to engage with the PCS, must also be assumed untrusted.

Although there are a plethora of apps available today that comes in various combinations of look-and-feel and features, we observed that for a large class of these apps that provides text communication services (e.g. email or private/group messaging categories), users can still enjoy the same quality of service\(^1\) without needing to reveal the true content of their data to the PCS providers. PCS providers are essentially message routers and can function normally without needing to know the content of the messages being delivered, analogous to postman delivering letters without needing to learn the actual content of the letters.

Hence, in theory, applying end-to-end encryption (E2EE) without assuming trust in the PCS providers seems to solve the problem. However, in practice, the direct application of E2EE solutions onto the mobile device environment is more challenging than originally thought. A good solution must present clear advantages to the entire mobile security ecosystem, in particular accounting for these factors: the users’ ease-of-use, hence acceptability and adoptability; the developers’ efforts to maintain support, and the feasibility and deployability of solution on the mobile system. From this analysis, we formulate three key challenges that must be addressed coherently:

1. For a solution to be secure, it must be properly isolated from untrusted entities. It is obvious that E2EE cannot protect data confidentiality if the plaintext or even the encryption key can be compromised by architectures that risk exposing these values. Traditional solutions like PGP [13] and newer solutions like Gibberbot [5], TextSecure [11], and SafeSlinger [41] provide good isolation property, but force user to use custom apps, which can cause usability problems (refer to (2)). Solutions that repackage/rewrite existing apps to introduce additional security checks [65, 27] do not have this property (further discussed in Sect. 2.3). Solutions in the form of browser plugins/extensions also do not have this property (further discussed in Sect. 2.2), and they generally do not fit into the mobile security landscape because besides the fact that mobile browsers do not support extensions [7], mobile device users simply do not favor using mobile browsers [28] to access PCS. Therefore, we rule out conventional browser-extension/plugin-based solutions.

2. For a solution to be adoptable, it must preserve user experience. We posit that users will not accept solutions that require them to switch between different apps to perform their daily tasks. Therefore, simply porting solutions like PGP onto mobile platform would not work, because besides forcing users to use a separate and custom app, and it is impossible to recreate the richness and unique user experience of all existing email apps offered by various PCS providers today. In the context of mobile devices, PCS nowadays are competing for market share not only by offering more reliable infrastructure to facilitate user communication, but also by offering a better user experience [14, 57]. Ultimately, users will choose apps that they feel most comfortable with. To reduce interference with the user’s interaction with the app of their choice, security solutions must be retrofittable to existing apps. Solutions that repackage/rewrite existing apps have this criteria.

3. For a solution to be sustainable, it must be easy to maintain and scalable: the solution must be sufficiently general-purpose, requiring minimal efforts to support new apps and withstand app updates. In the past, email was one of the very few means of communication and protecting it is relatively straightforward because email protocols (e.g. POP and IMAP) are well defined and therefore custom privacy-preserving apps can be built to serve this need. However, with the plethora of PCS that are becoming indispensable in a user’s everyday life today, a good solution should also be able to integrate security features to apps without requiring the reverse engineering of the app logic and/or network protocols, which are largely undocumented and possibly proprietary (e.g. Skype).

In this paper, we introduce Mimesis Aegis (M-Aegis), a privacy-preserving system that “mimics” the look and feel of existing apps to preserve user experience and workflow on mobile devices, without changing the underlying OS or modifying/repackaging existing apps. M-Aegis achieves the design goals by operating at a conceptual layer we call Layer 7.5 (L-7.5) that is positioned above the existing application layer (OSI Layer 7 [8]), and interacts directly with the user (popularly labeled as Layer 8 [16, 41]).

From a system’s perspective, L-7.5 is a transparent window in an isolated process that interposes itself between Layer 7 and 8. The interconnectivity between these layers is achieved using the accessibility framework, which is available as an essential feature on mod-

\(^1\) the apps’ functionality and user experience are preserved
ern operating systems (OS). Note that utilizing accessibility features for unorthodox purposes have been proposed by prior work [55, 48] that achieve different goals. L-7.5 extracts GUI information about the app below it through the OS’s user interface automation/accessibility (UIA) library. Using these information, M-Aegis is then able to “proxy” user input by rendering its own GUI (with a different color as visual cue) and subsequently handle those input (e.g. to process plaintext data or intercept user button click). Using the same UIA library, L-7.5 can also programmatically interact with various UI components on the app below on behalf of the user (refer to Sect. 3.3.2 for more details). Since major software vendors today have pledged their commitment towards continuous support and enhancement of accessibility interface for developers [9, 17, 6, 1], our UIA-based technique is applicable and sustainable on all major platforms.

From a security design’s perspective, M-Aegis provides two privacy guarantees during a user’s interaction with a target app: 1) all input from the user first goes to L-7.5 (and be optionally processed) before being passed to the app. This means that confidential data and user intent can be fully captured; and 2) all output from the app must go through L-7.5 (and be optionally processed) before being displayed to the user.

From a developer’s perspective, accessing and interacting with a target app’s UI components at L-7.5 is very similar to that of manipulating the DOM tree of a web browser using Javascript. However, one major difference is that DOM tree manipulation only works for browsers, but UIA works for all apps on a platform. To track GUIs on an original app, M-Aegis relies on resource id names available through UIA. Therefore, M-Aegis is resilient to updates that change the look and feel of the app (e.g. GUI position or color). It only breaks if the resource id names are changed, which, through empirical evidences, we conclude are very rare occasions. Even if such a case happens, there is very minimal effort required to rediscover the resource id names and remap it to the logic of M-Aegis. From our experience so far, our solution does not require developer attention across a few minor app updates.

From a user’s perspective, M-Aegis is visible as an always-on-top button. When it is turned on, users will perceive that they are interacting with the original app in plaintext mode; the only difference being the graphical user interfaces (GUIs) on the original app will appear in a different color to indicate that protection is activated. This means that subtle features that contribute towards the entire user experience such as spellcheck and in-app navigation are also preserved. However, despite user perception, the original app actually never receives the plaintext. Figure 1 gives a high level idea of how M-Aegis creates an L-7.5 to protect user’s data privacy when interacting with Gmail.

For users who would like to protect their email communications, they will also be concerned if encryption will affect the ability to search, because it is very important to improve user productivity [62]. For this purpose, we incorporated an encryption scheme into M-Aegis that allows search over encrypted content without any server-side modification. Of course, efficient search functionality does not permit the strongest security. Nevertheless, our solution provides the appropriate and well-defined level of security.

As a proof of concept, we implemented a prototype M-Aegis on Android that protects user data when interfacing with text-based communication apps. M-Aegis supports email apps like Gmail and messenger apps like Google Hangout, WhatsApp, and Facebook Chat. It protects data privacy by implementing a true E2EE without trusting target apps by operating at L-7.5 while preserving user experience and original workflow. We also implemented a version of M-Aegis on desktop to support platform compatibility and demonstrate the generality of our approach. Our initial performance evaluation and user study show that users incur minimal overhead in adopting M-Aegis on Android: imperceptible encryption/decryption latency and very low and adjustable false positive rate when searching over encrypted data.

In summary, these are the major contributions of this
work:

- We introduced the concept of Layer 7.5 (L-7.5), a conceptual layer that directly interacts with users on top of existing apps. This is a novel system’s approach that provides seemingly contrasting features: transparent interaction with a target app and strong isolation from the target app.
- We designed and built Mimesis Aegis based on the concept of L-7.5, a system that preserves user’s privacy while interacting with PCS by protecting data confidentiality. Essential functionalities of existing apps, especially search (even over encrypted data), is also supported without any server-side modification.
- We implemented two prototypes of Mimesis Aegis, one on Android and the other on Windows, with support for various popular online services, namely, Gmail, Facebook Messenger, Google Hangout, WhatsApp, and Viber.
- We designed and conducted a user study that demonstrated the acceptability of our solution.

The rest of the paper is structured as follows. Section 2 distinguishes our work from related work. Section 3 discusses the threat model of our work and presents the design of M-Aegis. Section 4 presents the implementation of M-Aegis and the challenges we face during the process. Section 5 presents performance evaluations and user study of the acceptability of M-Aegis on Android. Section 6 discusses limitations of our work and answers some questions that readers may have about our system. Section 7 discusses future work and concludes our work. The Appendix formally studies a new searchable encryption scheme: it defines the security notion, describes the construction and proves the scheme’s security.

2 Related Work

Since M-Aegis is designed to achieve the three design goals described earlier while seamlessly integrating end-to-end encryption into user’s interaction, we discuss how well existing works achieve some of these goals and how they differ from our work. We also highlight the work that we consider as orthogonal to our solution. We argue that as far as we know, there are no existing work that achieves all the three necessary design goals.

2.1 Standalone Solutions

There are many standalone solutions that aim to protect user’s data confidentiality. Solutions like PGP [13] (including S/MIME [37]), Gibberbot [5], TextSecure [11], SafeSlinger [41], and FlyByNight [54] provides secure messaging and/or file transfer through the encryption of user data. These solutions provide good isolation property from untrusted entities. However, since they are designed as standalone custom apps, they do not preserve user experience, requiring users to adapt to new workflow on a custom app. Besides that, these solutions are not retrofittable to existing apps on the mobile platform.

Like M-Aegis, Cryptons [36] introduced a similarly strong notion of isolation through its custom abstractions. However, Cryptons assumes a completely different threat model in that it assumes PCS to be trusted and thus requires both server and client (app) modifications, of which our work does not. Essentially, Cryptons focuses on a problem that is different from M-Aegis. For example, Cryptons definitely could not protect a user’s communication using existing messaging apps while assuming the provider to be untrusted. We also argue that it is non-trivial to modify Cryptons to achieve the three design goals we mentioned in Sect 1.

2.2 Browser Plugin/Extention Solutions

Other solutions that focus on protecting user privacy include Cryptocat [3], Scramble! [22] and TrustSplit’s [40], NOYB (None of Your Business) [46], and SafeButton [53]. Some of these assume different threat models, and achieve different goals. For example, NOYB protects user’s Facebook profile data while SafeButton tries to keep the user’s browsing history private. Most of these solutions try to be transparently integrated into user workflow. However, since these solutions are mostly based on browser extension/plugins, they are not applicable to the mobile platform, besides having questionable data isolation models.

Additionally, Cryptocat and TrustSplit require new and/or independent service providers to support their functionalities. However, M-Aegis works with the existing service providers without assuming trust or requiring modification to the servers.

2.3 Repackaging/Rewriting Solutions

There is a category of work that repackages/rewrites an app’s binary to introduce security references, such as Aurasium [65], Dr. Android [49], and others [27]. Our solution is similar to these approaches in that we can retrofit our solutions to existing apps and still preserve user experience, but is different in that M-Aegis’ coverage is not limited to apps that do not contain native code. Also, repackaging-based approaches suffer from the problem that it will break app updates. In some cases, the security of such solutions can be circumvented because the isolation model is unclear, i.e. the untrusted code resides in the same address space as the reference monitor (e.g. Aurasium).
2.4 Orthogonal Work

Although our work focuses on user interaction on mobile platform with cloud providers, we assume a very different threat model than those that focus on more robust permission model infrastructure and those that focus on controlling/tracking information flow, such as Taint-Droid [38] and Airbag [64]. These solutions requires changes to the underlying app, framework or the OS, but M-Aegis does not.

ACG [56] uses user input as permission granting intent to allow apps to access user owned resources. Although we made the same assumptions as ACG to capture authentic user input, ACG is designed for a different threat model and security goal than ours. Further, ACG requires a modified kernel but M-Aegis does not.

Persona [21] presents a completely isolated and new online social network that provides certain privacy and security guarantees to the users. While related, it differs from the goal of M-Aegis.

Frientegrity [43] and Gyrus [48] focus on different aspects of integrity protection of the user’s data.

Tor [35] is well known for its capability to hide a user’s IP address while browsing the Internet. However, it focuses on anonymity guarantees while M-Aegis focuses on data confidentiality guarantees.

Off-the-record messaging (OTR) [30] is a secure communication protocol that provides perfect forward secrecy and malleable encryption. While OTR can be implemented on M-Aegis using the same design architecture to provide these extra properties, it is currently not the focus of our work.

3 System Design

3.1 Design Goals

In this section, we formally reiterate the design goals that our system wants to achieve. We posit that a good solution must:

1. offer good security by applying strong isolation from untrusted entities (defined in Sect. 3.2).
2. preserve user experience by allowing user a transparent interaction with existing apps.
3. be easy to maintain and scale by devising a sufficiently general-purpose approach.

Above all, these goals must be satisfied within the unique set of constraints found in the mobile platform, including user preference, adoptability and deployability factors.

3.2 Threat Model

3.2.1 In-Scope Threats

We begin with the scope of threats that M-Aegis is designed to protect against. In general, there are three parties that pose threats to the confidentiality of users’ data exposed to public cloud through mobile devices. Therefore, we assume these parties to be untrusted in our threat model:

- Public cloud service (PCS) providers. Sensitive data stored in the public cloud can be compromised in several ways: 1) the PCS providers are compelled by the law [18] to provide access to user’s sensitive data to law enforcers [12]; 2) the business model of the PCS providers provides strong incentive for them to share/sell the data with third parties [10, 19, 22, 40]; 3) PCS administrators who have access to the sensitive data may also compromise the data, either intentionally (e.g., Edward Snowden) [12] or not [34]; and 4) vulnerabilities of the PCS can be exploited by attackers to exfiltrate sensitive data [47].
- Client-side apps. Since client-side apps are developed by the PCS providers to allow user to access their services, it follows that these apps are considered untrusted too.
- Middle boxes between the PCS and the client-side app. Finally, sensitive data can also be compromised when it is transferred between the PCS and the client-side app. Incorrect protocol may allow attackers to eavesdrop on plaintext data or perform man-in-the-middle attacks [39].

M-Aegis addresses the above threats through isolation by first creating L-7.5 of which it would handle and apply end-to-end encryption (E2EE) on user private data. We consider the following components as our trusted computing base (TCB): the hardware, the operating system (OS) and the framework that controls and mediates access to hardware. In the absence of physical input devices (e.g. mouse and keyboard) on mobile devices, we additionally trust the soft keyboard to not leak what user have typed using the soft keyboard to the untrusted apps. We rely on the TCB to correctly handle I/O for M-Aegis, and to provide the proper isolation between M-Aegis and the untrusted components.

Additionally, we also assume that all the components of M-Aegis, including L-7.5 that it creates, are trusted. The user is also considered trustworthy under our threat model in his intent. This means that he is trusted to turn on M-Aegis when he wants to protect the privacy of his data during his interaction with the PCS.
3.2.2 Out of Scope Threats

Our threat model does not consider the following types of attacks. First, M-Aegis only guarantees the confidentiality of the user’s data, not its availability. Therefore, attacks that deny access to the data (denial-of-service) either at the server or the client are beyond the scope of this work. Second, any attacks against our TCB are orthogonal to this work. Such attacks include, but not limited to malicious hardware [52], attacks against the hardware [63], the OS [50], the platform [61] and privilege escalation attacks (e.g. unauthorized rooting of device). Third, M-Aegis is designed to prevent any direct flow of information from authorized user to aforementioned untrusted entities. Hence, leakage through all side-channels [60] are beyond the scope of our paper.

Since the user is assumed to be trustworthy under our threat model to use M-Aegis correctly, M-Aegis does not protect user against social engineering based attacks. For example, phishing attacks to trick users into either turning off M-Aegis and/or entering sensitive information into unprotected UI are beyond the scope of our paper.

The other limitations of M-Aegis, which are not security threats, are discussed in Sect. 6.2

3.3 M-Aegis Architecture

M-Aegis is architected to fulfill all of the three design goals mentioned in Sect. 3.1. Providing strong isolation guarantees is the first one. To achieve this, M-Aegis is designed to execute in a separate process although it resides on the same operating system (OS) as the target client app (TCA). Besides memory isolation, the filesystem of M-Aegis is also shielded from other apps by the OS’ app sandbox protection.

Note that our architecture is flexible in that should greater degree of isolation be desirable, a virtual machine based setup can be adopted to provide even stronger security guarantees. However, we do not consider such design at this time as it is currently unsuitable for mobile platform, and the adoption of such technology is beyond the scope of our paper. In the following, we describe the main components that make up M-Aegis.

3.3.1 Layer 7.5 (L-7.5)

M-Aegis creates a novel and conceptual layer called Layer 7.5 (L-7.5) to interpose itself between the user and the TCA. This allows M-Aegis to implement a true end-to-end encryption (E2EE) without ever exposing the plaintext data to the TCA, which is considered untrusted, while maintaining the TCA’s original functionalities and user experience, fulfilling the second design goal. L-7.5 is built by creating a transparent window that is always-on-top. This technique is advantageous in that it provides a natural way to handle user interaction, thus preserving user experience without the need to reverse-engineer the logic of TCAs or the network protocols used by the TCAs to communicate with their respective cloud service backends, fulfilling the third design goal.

There are basically three cases of user interactions to handle. The first case considers interactions that do not involve data confidentiality (e.g. deleting or relabeling email). Such input do not require extra processing (e.g. encryption and encoding operations). For such cases, M-Aegis places opaque GUIs that “mimics” the GUIs on the TCA, which are purposely painted in different colors for two reasons: (a) as a placeholder for user input so that it does not leak to the TCA, and (b) for user’s visual feedback. Mimic-GUIs for the subject and content as seen in Fig. 3 are examples for this case. Since L-7.5 is always on top, this provides the guarantee that user input always goes to the mimic-GUIs instead of those of the TCA’s.

The second case considers interactions that involve data confidentiality (e.g. entering message or searching encrypted email). Such input requires extra processing (e.g. encryption and encoding operations). For such cases, M-Aegis places opaque GUIs that “mimics” the GUIs on the TCA, which are purposely painted in different colors for two reasons: (a) as a placeholder for user input so that it does not leak to the TCA, and (b) for user’s visual feedback. Mimic-GUIs for the subject and content as seen in Fig. 3 are examples for this case. Since L-7.5 is always on top, this provides the guarantee that user input always goes to the mimic-GUIs instead of those of the TCA’s.

The third case considers interactions with control GUIs (e.g. clicking on send buttons). Such input requires user action to be “buffered” while the input in the second case is being processed before being relayed to the actual control GUI. For such cases, M-Aegis creates semi-transparent mimic-GUIs that register themselves to absorb/handle user clicks/taps. Again, these mimic GUIs are painted with a different color to provide visual cue to the user. Examples of these include the purple search button in the left figure in Fig. 2 and the purple send button in Fig. 3. Note that our concept of intercepting user input is similar to that of ACG’s [56] in capturing user intent, but our application of user intent differs.

3.3.2 UIA Manager (UIAM)

To be fully functional, there are certain capabilities that M-Aegis requires but are not available to normal apps. First, although M-Aegis itself is confined within the OS’ app sandbox, it must be able to figure out which TCA the user is currently interacting with. This is important so that the specific logic to handle the TCA can be properly invoked. Additionally, this is important to help M-Aegis clean up the screen when the TCA is terminated. Second, M-Aegis requires information about the GUI layout for the TCA it is currently handling. This allows M-Aegis to
Figure 2: The figure on the left illustrates how user perceives the Gmail preview page when M-Aegis is turned on. The figure on the right illustrates the same scenario but with M-Aegis turned off. Note that the search button is painted with a different color on M-Aegis is turned on.

properly render mimic GUIs on L-7.5 to intercept user I/O. Third, although isolated from the TCA, M-Aegis must be able to communicate with the TCA to maintain functionality and ensure user experience is not disrupted. For example, for user input, it must be able to relay user clicks to the TCA, and eventually send encrypted data to the TCA, and click on TCA’s button on behalf of the user; for output on screen, it must be able to grab the ciphertext so that we can decrypt it and then render it on L-7.5.

M-Aegis extracts certain features from the underlying OS’s accessibility framework, which are exposed to developers in the form of User Interface Accessibility/Automation (UIA) library. We are then not only able to know which TCA is currently executing, but we can also query the GUI tree of the TCA to get detailed information about how the page is being laid out (e.g. location, size, type, and resource-id of the GUIs). More importantly, we are able to get the information about the content of these GUI items.

Exploiting UIA is advantageous to our design as compared to other methods of grabbing information from the screen, e.g. OCR. Besides having perfect content accuracy, our technique is not limited by screen size. For example, even though the screen size may prevent full text to be displayed, the UIAM is still able to grab the text in its entirety through the UIA libraries, allowing us to comfortably apply decryption to the ciphertext.

We thus wrap around all these capabilities and advantages to build a crucial component of M-Aegis called the UIA manager (UIAM).

3.3.3 Per-TCA Logic

M-Aegis can be extended to support many TCAs. For each TCA of interest, we build a per-TCA logic as an extension module. Basically, the per-TCA logic is responsible to render the specific mimic-GUIs according to information it queries from the UIAM. Therefore, the per-TCA logic is responsible for handling direct user input. Specifically, it decides whether the user input will be directly passed to the TCA or be encrypted and encoded before doing so. This ensures that the TCA never obtain the plaintext data while user interaction is still in plaintext mode. The per-TCA logic also intercepts button clicks so that it can then instruct UIAM to emulate the user’s action on the button on the underlying TCA. Besides that, the per-TCA logic also decides which encryption and encoding scheme to use according to the type of TCA it is handling. For example, encryption and encoding schemes for handling email apps would differ from that of messenger apps.

3.3.4 Cryptographic Module

M-Aegis’ cryptographic module is responsible for providing encryption/decryption and cryptographic hash capabilities to support our searchable encryption scheme (described in detail in the Appendix) to the per-TCA logic so that M-Aegis can transform/obfuscate messages through E2EE operations. Besides standard cryptographic primitives, this module also includes a searchable encryption scheme to support search over encrypted email that works without server modification. Since the discussion of any encryption scheme is not complete
without encryption keys, key manager is also a part of this module.

**Key Manager.** M-Aegis has a key manager per TCA that manages key policies that can be specific to each TCA according to user preference. The key manager supports a range of schemes, including simple password-based key derivation functions to derive symmetric keys (that we assume to be shared out of band), which we currently implement as default, to more sophisticated PKI-based scheme for users who prefer stronger security guarantees and do not mind the additional key set-up and exchange overheads. However, the discussion about the best key management/distribution policy is beyond the scope of this paper.

**Searchable Encryption Scheme (EDESE).** There are numerous encryption schemes that support keyword search [45, 59, 44, 31, 33, 29, 51]. These schemes exhibit different tradeoffs between security, functionality and efficiency, but all of them require modifications on the server side. Schemes that make use of inverted index [33] are not suitable, as updates to inverted index cannot be practically deployed in our scenario.

Since we cannot assume server cooperation (consistent with our threat model in Sect. 3.2), we designed a new searchable encryption scheme called easily-deployable efficiently-searchable symmetric encryption scheme (EDESE). EDESE is an adoption of a scheme proposed by Bellare et al. [24], with modifications similar to that of Goh’s scheme [44] that is retrofittable to a non-modifying server scenario.

We incorporated EDESE for email applications with the following construct. The idea for the construction is simple: we encrypt the document with a standard encryption scheme and append MACs of unique keywords in the document. To prevent leaking the number of unique keywords we add as many “dummy” keywords as needed.

In order to achieve higher storage and search efficiency, we utilized a Bloom filter (BF) to represent the EDESE-index. Basically, a BF is a data structure that allows for efficient set-inclusion tests. However, such set-inclusion tests based on BFs are currently not supported by existing email providers, which only support string-based searches. Therefore, we devised a solution that encodes the positions of on-bits in a BF as Unicode strings.

Since the underlying data structure that is used to support EDESE is a BF, search operations are susceptible to false positives matches. However, this does not pose a real problem to users, because the false positive rate is extremely low and is completely adjustable. Our current implementation follows these parameters: the length of keyword (in bits) is estimated to be \( k = 128 \), the size of the BF array is \( B = 2^{24} \), the maximum number of unique keywords used in any email thread is estimated to be \( d = 10^6 \), the number of bits set to 1 for one keyword is \( r = 10 \). Plugging in these values into the formula for false positive calculation [44], i.e. \((1 - e^{-rd/B})^r\), we cap the probability of a false positive \( \delta \) to 0.0003.

We formally study the EDESE primitive in the Appendix. In Appendix A.2, we define EDESE and propose a security definition for EDESE schemes. We also discuss why the existing security notions are not suitable. Our definition considers an attacker who can obtain examples of encrypted documents of its choice and the results of queries of keywords of its choice. Given such an adversary, an EDESE scheme secure under our definition should hide all partial information about the messages except for the message length and the number of common keywords between any set of messages. Leaking the latter is unavoidable given that for the search function to be transparent to encryption, the output of a query has to be a part a ciphertext. But everything else, e.g., the number of unique keywords in a message, positions of the keywords, is hidden.

We provide the details of our construction in Appendix A.3. Next, in Appendix A.4, we prove that our construction is secure under the standard notions of security for encryption and MACs. We also discuss the specific instantiations of encryption and MAC schemes that we use. The encoding scheme that we use is further described in Sect. 4.4.

### 3.4 User Workflow

To better illustrate how the different components in M-Aegis fits together, we describe an example workflow involved when a user composes and sends an email using...
stock Gmail app on Android with M-Aegis turned on:

1) When the user launches the Gmail app, the UIAM notifies the correct per-TCA logic of the event. The per-TCA logic will then initialize itself to handle Gmail workflow.

2) As soon as Gmail is launched, the per-TCA logic will try to detect which state is Gmail app in (e.g. pre-view, reading, or composing email). This allows M-Aegis to properly create mirror-GUIs on L-7.5 to handle user interaction. For example, when a user is on the compose page, the per-TCA logic will mimic the GUIs of the subject and content fields (as seen in Fig. 3). The user then interacts directly with these mimic-GUIs in plaintext mode without extra effort. Thus, his workflow is not affected. Note that essential but subtle features like spell-check is still preserved, as this is an innate feature of mobile device’s soft keyboard. Additionally, the “send” button is also mimicked to capture user intent.

3) As the user finishes composing his email, he clicks on the mimicked “send” button on L-7.5 once, as how he would normally do. Since L-7.5 receives the user input and not the underlying Gmail app, the per-TCA logic is able to capture this event and proceed to process the subject and content.

4) The per-TCA logic selects the appropriate key to be used based on the recipient list and the predetermined key policy for Gmail. If a key cannot be found for this conversation, M-Aegis prompts the user (see Fig. 4) for a password to derive a new key. After obtaining the associated key for this conversation, M-Aegis will then encrypt these inputs and encode it back to text such that it can be consumed by Gmail.

5) The per-TCA logic then requests the UIAM to fill in the corresponding GUIs on Gmail with the transformed text. After they are filled, the UIAM is asked to click the actual “send” button on behalf of the user. This provides a transparent experience to the user.

From this workflow, it should therefore be evident that from the user’s perspective, the workflow of using Gmail remains the same, because of the mimicking properties of M-Aegis.

4 Implementation and Deployment

In this section, we discuss some important details of our prototype implementations. We implemented a prototype of M-Aegis using Java on Android, as an accessibility service. This is done by creating a class that extends the AccessibilityService class and requesting for BIND_ACCESSIBILITY_SERVICE permission in the manifest. This allows us to interface with the UIA library, building our UIAM. We discuss this in further detail in Sect. 4.2.

We then deployed our prototype on two Android phones from separate manufacturers, i.e. Samsung Galaxy Nexus, and LG Nexus 4, targeting several versions of Android, from Android 4.2.2 (API level 17) to the latest one: Android 4.4.2 (API level 19). The deployment is done on stock devices and OS, i.e. without modifying the OS or Android framework, or rooting, other than simple app installation. This demonstrates the ease of deployment and distribution of our solution. We have also implemented an M-Aegis prototype on Windows 7 to demonstrate interoperability and generality of approach, but we do not discuss the details here as it is not the focus of this paper.

As an interface to the user, we create a button that is always on top even if other apps are launched. This allows us to create a non-bypassable direct channel of communication with the user besides providing visual cue of whether M-Aegis is turned on or off.

For app support, we use Gmail as example of email apps and Facebook Messenger as example of messenger apps. We argue that it is easy to extend the support to other apps within these classes.

We first describe the cryptographic schemes that we deployed in our prototype, then we explain how we build our UIAM and create L-7.5 on Android, and finally discuss the per-TCA logic required to support both classes of apps.

4.1 Cryptographic Schemes

For all the encryption/decryption operations, we use AES-GCM-256. For password-based key generation algorithm, we utilized PBKDF2 with SHA-1 as keyed-hash message authentication code (HMAC). We also utilized HMAC-SHA-256 as our HMAC to generate
tags for email messages (Sect. 4.4.1). These functionalities are available in Java’s javax.crypto and java.security packages.

In terms of key management, for the sake of usability, we implemented a password-based scheme as the default, and we assume one password for each group of message recipients. And we rely on the users to communicate the password to the receiving parties using out of band channel (e.g. in person or phone calls). Again, please note that M-Aegis can also support PKI for users who prefer stronger security guarantees and do not mind the additional set-up overheads. However, the discussions about key exchange for this scheme is out scope of this paper. Since keys are stored locally for user convenience, we make sure that they are never saved to disk in plaintext. It is additionally encrypted with a key derived from a master password that is provided by the user during installation.

4.2 UIAM

As mentioned earlier, UIAM is implemented based on UIA library. On Android, events that signify something new is being displayed on the screen can be detected by monitoring following events: WINDOW_CONTENT_CHANGED, WINDOW_STATE_CHANGED, and VIEW_SCROLLED. Upon receiving these events, the per-TCA logic is informed. The UIA library presents a data structure in the form of a tree with nodes representing UI components and the root being the top window. This allows the UIAM to locate all UI components on the screen.

Additionally, Android’s UIA framework also provides us the ability to query for UI nodes by providing a resource ID in an intuitive way. For instance, the node that represents Gmail’s search button can be found by querying for com.google.android.gm:id/search. More importantly, we do not need to guess the names of these resource IDs. Rather, we rely on a tool called UI Automater Viewer [15] (see how we use this tool in Sect. 4.4), which comes with the default Android SDK; the first kind of window is for display-only and allows all tap/keyboard events to go to the underlying apps. In contrast, the user can interact with the second type of window. Finally, Android allows the use of any View objects for either type of window, and we use this to create our mimic-GUIs, of which we can set the size and location of. We deliberately create our mimic-GUIs in different colors as a subtle visual cue to the users that they are interacting with M-Aegis, without distracting them from their original workflow.

4.3 Layer 7.5

We implemented Layer 7.5 on Android as specific types of system windows, which are always-on-top despite changes to the current app or even when a different app is launched. Generally, Android allows the creation of various types of system windows. In our case, we mainly focus on two, namely TYPE_SYSTEM_OVERLAY and TYPE_SYSTEM_ERROR; the first kind of window is for display-only and allows all tap/keyboard events to go to the underlying apps. In contrast, the user can interact with the second type of window. Finally, Android allows the use of any View objects for either type of window, and we use this to create our mimic-GUIs, of which we can set the size and location of. We deliberately create our mimic-GUIs in different colors as a subtle visual cue to the users that they are interacting with M-Aegis, without distracting them from their original workflow.

4.4 Per-TCA Logic

From our experience of developing the per-TCA logic, the general procedure for development is as follow:

1) Understand what the app does. This allows us to identify which GUIs need to be mimicked for intercepting user I/O. For text-based TCAs, this is a very easy step because the core functionalities that M-Aegis needs to handle are limited and thus easy to identify, e.g. buffering user’s typed texts and sending them to the intended recipient.

2) Using UI Automator Viewer [15], examine the UI tree for the relevant GUIs of the TCA and identify signatures (in our case, it is the GUI’s resource ID) for each TCA state. UI Automator Viewer allows us to inspect
the UIA’s tree through a graphical interface (as seen in Fig. 5), which significantly cuts down on our development time. We basically rely on UI components that are unique to certain states (e.g. the “send” button signifies that we are in the compose state).

3) For each relevant GUI, we need to devise algorithms to extract either the location and content of ciphertext (for decryption and display), or the type, size and location of GUIs we need to mimic (e.g. the subject and content boxes in the Gmail compose UI). Again, this is done through UI Automator Viewer. For example, for the Gmail preview state, we query the UIA for nodes with ID `com.google.android.gm:id/conversation_list` to identify all the UIA nodes corresponding to the preview item of each individual email, and from those we can extract all ciphertext on preview through the UIA.

4) Create event handlers for controls we mimic on L-7.5. For example, for the Gmail compose state, we need to listen for click/touch events to the “send” button we place on L-7.5 and carry out the process described in Sect. 3.3.3 to encrypt the email and send the ciphertext to the underlying TCA.

5) Identify ways that each relevant state can be updated. We found that updates can be handled with the following method: clear L-7.5 and extract all the information we need from that state and render everything again (this is how we handle scrolling). This is equivalent to redrawing all GUIs on L-7.5 based on the detected state.

There are two details that we need to pay attention to when developing per-TCA logic. First, we need to be careful about the type of input data that we feed to TCAs. Since most TCAs only accept input data in specific formats, e.g. text format, they do not support the input of random byte sequences as valid data. Therefore, the encrypted data must be encoded into text format before feeding it as input to the TCA. Conventionally, base64 encoding is used for such purposes. However, base64 encoding consumes too much on-screen real-estate. To overcome this, we encoded the binary encrypted data into Chinese Japanese Korean (CJK) Unicode characters, which have a more efficient on-screen real-estate consumption. To map the binary data into the CJK plane, we process the encrypted data at the byte granularity ($2^8$). For each byte, its value is added to the base of the CJK Unicode representation, i.e. 0x4E00. For example, byte 0x00 will be encoded as ‘一’, and byte 0x01 will be represented as ‘丁’.

Second, M-Aegis can only function correctly if it can differentiate between ordinary messages and encrypted ones to decrypt message properly. We introduce markers into the encrypted data after encoding; in particular, we wrap each of the subject and content of a message using a pair of curly braces (i.e. `{, `}).

Next, we describe implementation details that are specific to these class of apps. We begin by introducing the format of message we created for each class. Then we discuss other caveats (if any) that are involved in the implementation.

4.4.1 Email Apps

We implemented support for Gmail on our prototype as a representative app of this category without loss of generality. For Gmail, we create two custom formats to communicate the necessary metadata to support M-Aegis’ functionalities.

Subject: `{Encode(ID_{Key})||IV||Encrypt(Subject))}
Content: `{Encode(Encrypt(Content))||Tags)}

A particular challenge we faced in supporting decryption during the Gmail preview state is that only the beginning parts of both the title and the subject of each message are available to us. Also, the exact email addresses of the sender and recipients are not always available, as some are displayed as aliases, and some are hidden due to lack of space. The lack of such information makes it impossible to automatically decrypt the message even if the corresponding key actually exists on the system.

To solve these problems, when we encrypt a message, we include a key-ID ($ID_{Key}$) to the subject field (as seen in the format description above). Note that since the key-ID is not a secret, it need not be encrypted. This way, we will have all the information we need to correctly decrypt the little snippet displayed on the Gmail preview.

The Tags field is a collection of HMAC digests that are computed using the conversation key and keywords that exist in that particular email. It is then encoded and appended as part of the content that Gmail receives to facilitate encrypted search without requiring modification to Gmail servers.

4.4.2 Messenger Apps

We implemented support for Facebook Messenger on our prototype as a representative app of this category without loss of generality. The format we created for this class of apps is simple, as seen below:

Message: `{Encode(IV)||Encrypt(Message))}

We did not experience additional challenges when supporting the Facebook Messenger app.

5 Evaluations

In this section, we report the results of experiments we performed to first determine the correctness of our prototype implementation, measure the overheads a user bears
when using M-Aegis, and user acceptability of our approach.

5.1 Correctness of Implementation

Before we measure the performance, we manually verified that our app-support works correctly by navigating through different states of the app and check if M-Aegis creates L-7.5 correctly. Then, we also manually verified that the encryption and decryption operations on M-Aegis work correctly. We made sure that the plaintext is properly received at the recipient’s end when the correct password is supplied. We also manually verified the correctness of the searchable encryption scheme by first planting specific keywords to be searched. Then, we performed search using M-Aegis and found no false negatives in the search result.

5.2 Performance on Android

The overhead that M-Aegis introduced to a user’s workflow can be broken down into two main factors: i) the additional computational costs incurred during encryption and decryption of data, ii) the additional I/O operations when redrawing L-7.5. We measure the overhead by measuring the overall latency presented to the user in a few cases. We found that M-Aegis imposes negligible latency to the user.

All test cases were performed on one stock Android phone (LG Nexus 4), with the following specifications: Quad-core 1.5 GHz Snapdragon S4 Pro CPU, equipped with 2.0 GB RAM, running Android Kit Kat (4.4.2, with API level 19). Unless otherwise stated, each experiment is repeated for 10 times and the averaged result is reported.

For our evaluation, we only performed experiments on the setup for Gmail app because Gmail is representative of a more sophisticated TCA, therefore estimating the worst case performance for M-Aegis. The other class, i.e., messenger apps, incurs much less overhead as the most involved operation is the encryption and decryption of short texts within a page.

5.2.1 Previewing Encrypted Email

There are additional costs involved in previewing encrypted emails on the main page of Gmail. The costs are broken down into times taken to i) traverse the UIA tree to identify preview nodes, ii) grab the ciphertext from the UIA node, iii) grab the associated key from key manager according to key ID, iv) decrypting the ciphertext, and v) rendering plaintext on L-7.5. We measure all these micro operations as an entirety instead by running a macro benchmarks.

For our experiment, we made sure that the whole preview page consists of encrypted emails (a total of 6 can fit the screen) to demonstrate the worst case performance. Then, we measured the time taken to perform all the aforementioned micro operations. From the results, we found that for this case, on average, it takes an additional 76 ms to finally render plaintext on L-7.5. Note that this latency is well within the expected response time (50 - 150 ms), beyond which a user would notice the slowdown effect [58].

5.2.2 Composing and Sending Encrypted Email

First, we measured the extra time taken for a typical email to be encrypted and for our searchable encryption index to be built. We used the Enron Email Dataset [32] as a representation of how typical emails would be. Out of the dataset, we randomly picked 10 emails, with the following statistics: The average number of words in an email is 331, out of which 153 are unique. The shortest sampled email contains 36 words, out of which 35 are unique; while the longest sampled email contains 953 words, out of which 362 are unique.

In the worst case, i.e., with the longest sampled email, M-Aegis took around 205 ms in total to both encrypt and build search index. However, note that this is actually blended in with the network latency user will already perceive while sending out email.

5.2.3 Searching on Encrypted Emails

As a user usually inputs only about one to three keywords per search operation, the latency experienced when performing search is negligible. This is because the transformation of the actual keyword into indexes requires only the forward computation of one HMAC, which is almost instantaneous.

5.3 User Acceptability Study

This section describes the user study we performed to validate the hypothesis about user acceptability of our M-Aegis concept and prototype. Users are sampled from a population of college students, of which we consider tech-savvy. Particularly, they must be able to proficiently operate smart phones and have had experience using Gmail app before. Each experiment was conducted with two identical smart phones, i.e., Nexus 4, both running Android 4.3, installed with stock Gmail app (v. 4.6). Only one of the devices has M-Aegis installed.

The set up of the experiment is as follows. First, we asked the user to perform a list of tasks: previewing, reading, composing, sending, and searching through email on a device which is not equipped with M-Aegis.
Participants were asked to pay attention to the overall experience of performing such tasks using Gmail app and try their best to remember it. This served as the control experiment and to help participants recap the look and feel of the installed Gmail app.

Right after they are done, the participants were told to repeat the same set of tasks on another device which is equipped with M-Aegis. This was done with the intention that they were able to mentally compare the difference in user experience when interacting with the device equipped with M-Aegis.

After they were done with the second device, we ask the participants five questions, phrased in terms of do they find any difference in the preview page, reading, sending, and searching email, and if they felt that their overall experience using Gmail app on the second device is significantly different.

Upon finishing this, we debriefed the participants about the experiment process and explained the goal of M-Aegis. Lastly, we asked them whether they would use M-Aegis to protect the privacy of their data. The results we collected and report here are from 15 participants.

Altogether, we found that no participants noticed major difference between the two experiences using Gmail app. Only one participant noticed a minor difference in the email preview interface, i.e. the overlays not catching up smoothly when scrolled. A different participant noticed a minor difference in the process of reading email, i.e. L-7.5 lags a little before covering up the ciphertext with mimic-GUIs. There were only two participants who found the process of sending email differs from the original one. When asked for details, they all indicated that the cursor when composing email was not working properly. After further investigation, we found that this is caused by a bug we in Android’s GUI framework than a fundamental flaw in our M-Aegis design.

However, despite the perceived minor differences when performing particular tasks, all participants indicated that they would use M-Aegis to protect the privacy of their data after understanding what M-Aegis is. This implies that they believe that the overall disturbance to the user experience is not large enough to impede adoption.

Since we recruited 15 users for this study, the accuracy/quality of our conclusion from this study lies between 80% to 95% (between 10 and 20 users) according to findings in [42]. We intend to continue our user study to further validate our acceptability hypothesis and to continuously improve our prototype based on the received feedback.

6 Discussions

6.1 Generality and Scalability

We believe that our M-Aegis architecture presents a general solution that protects users’ data confidentiality, which is scalable in the following aspects:

Across multiple cloud services. In general, there are two main classes of apps that provide communication services, which covers a large number of apps that user care to protect, namely email and messenger apps. By covering apps in these two categories, we argue that we can already satisfy a large need of the user in protecting the privacy of their data.

All the different components of M-Aegis incur a one time development cost. We argue that it is easy to scale across multiple cloud services, because the per-TCA logic that needs to be written is actually very little per new TCA that we want to support. This should be evident through the five general steps highlighted in Sect. 4.4. In addition, the logic we developed for the first TCA (Gmail) serves as a template/example to implement support other email apps.

Across app updates. Since the robustness of our UIAM construct (Sect. 4.2) gives us the ability to track all TCA’s GUIs regardless of its state, we are able to survive app updates quite easily. In fact, our Gmail app support has survived two versions of updates without requiring major efforts to adapt.

As expected, resource ID names can change across updates. For example, when upgraded to Gmail app version 4.7.2, the resource ID name that identifies the sender’s account name changed. But with a small fix to reidentify the resource ID using UI Automator Viewer, we quickly fixed it by changing the mapping in our per-TCA logic. Note that the logic in the per-TCA does not need to be modified. This is because the core functionality of the updated GUI would not change to something radically different. For example, a GUI associated with sender’s account name would not suddenly has the functionality of a compose editbox.

6.2 Limitations

As mentioned earlier, M-Aegis is not designed to protect users against social engineering based attacks. Adversaries can try to trick users into entering sensitive information to the TCA while M-Aegis is turned off. Our solutions is based on best effort by providing distinguishing visual cues to the user when M-Aegis is turned on and its L-7.5 is created. For example, when turned on, the mimic-GUIs that M-Aegis creates are in different color. Users can toggle M-Aegis’ button on/off to see the difference (see Fig. 2). However, we do not claim that this
fully mitigates the problem.

One of the constraints we faced while retrofitting a security solution to existing TCAs (not limited to mobile environment) is that data must usually be of the right format (e.g. strictly text, image, audio, or video). For example, Gmail accepts only text (unicode-compatible) as its subject, but Dropbox accepts any type of files, which can just be random blobs of bytes. Currently, other than the text format, we do not (yet) support other types of user data (e.g. image, audio and video). However, this is not a fundamental design limitation of our system. Rather, it is because of the unavailability of transformation functions (encryption and encoding schemes) that works for the aforementioned media types.

Additionally, unlike text, the transformation/obfuscation function that is applicable in our scenario that takes input of other type of data may also need to survive other process steps, such as compression. It is normal for TCAs to perform compression on other multimedias to save bandwidth and/or storage. For example, Facebook is known to compress/downsamples the actual image that the user uploads despite choosing the HD option.

While the proper application of encryption schemes allows us to protect user’s data privacy, the confidentiality guarantee that we provide excludes risks at end-point themselves. For example, poor random number generator can potentially weaken the cryptographic schemes that we applied. Further, it is currently unclear how our text transformations will affect the server’s effectiveness in performing spam filtering.

Another limitation of our system is that it currently does not tolerate typographical error during search. However, we would like to point out that this is a very unlikely scenario, given that soft keyboards on mobile devices comes with spell check and autocorrect features. Again, this is not a flaw with our architecture, rather, it is because of the unavailability of encryption schemes that tolerate typographical error search without requiring server modification.

7 Conclusions

In this paper we presented a privacy-preserving system called Mimesis Aegis (M-Aegis) to protect private user data in public cloud services. M-Aegis provides strong isolation and preserves user experience through the creation of a conceptual layer called Layer 7.5 (L-7.5), which is interposed between the application (Layer 7) and the user (Layer 8). This approach allows M-Aegis to implement a true end-to-end encryption of user data while achieving three goals: 1) plaintext data is never visible to a client app, any intermediary entities, or the cloud provider; 2) the original user experience with the client app is preserved completely, from workflow to GUI look-and-feel; and 3) the architecture and technique are general to a large number of apps and resilient to app updates. We implemented a prototype of M-Aegis on Android that can support a number of popular cloud services (e.g. Gmail, Google Hangout, Facebook, WhatsApp, and Viber). Our user study shows that our system truly preserves both the workflow and the GUI look-and-feel of the protected applications, and our performance shows that users experienced minimal overhead in utilizing M-Aegis on Android: imperceptible encryption/decryption latency and very low and adjustable false positive rate when searching over encrypted data.
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A Appendices

A Easily-Deployable ESE

In this section, we formally define our cryptographic scheme, which allows for search in encrypted emails. We start with the preliminaries.

A.1 Preliminaries

NOTATION AND CONVENTIONS. We denote by $\Sigma^*$ the set of all binary strings of finite length. If $x, y$ are strings then $(x, y)$ denotes the concatenation of $x$ and $y$ from which $x$ and $y$ are uniquely decodable. For integers $k, l$, where $k < l [k \ldots l]$ denotes the set $\{k, k+1, \ldots, l\}$ and $[k]$ denotes $\{1, \ldots, k\}$. If $S$ is a finite set, then $s \in \overline{S}$ denotes that $s$ is selected uniformly at random from $S$. If $s, S$ are strings, then $s \in S$ denotes that $s$ is a substring of $S$.

PROVABLE SECURITY APPROACH. In this work we apply the provable security approach. Unlike the unproductive and cyclic trial-and-error approach to security, this methodology allows us to have protocols, whose security is provably guaranteed, as long as the assumption about the underlying hard problem remains true for computationally bounded adversaries. This approach consists of the following components. (1) A formal definition of a protocol’s syntax. (2) A formal definition of the security task in question that includes a precise description of adversarial capabilities and when is the adversary considered successful. (3) A reduction proof showing that
the only way to break the protocol according to the definition is by breaking the underlying problem, believed to be hard.

**Symmetric Encryption and Its Security.** A symmetric encryption scheme \( \mathcal{E} = (\mathcal{K}, \mathcal{E}, \mathcal{D}) \) with associated message space \( \text{MsgSp} \), is defined by three algorithms: The randomized key generation algorithm \( \mathcal{K} \) returns a secret key \( sk \). The (possibly) randomized or stateful encryption algorithm \( \mathcal{E} \) takes the input secret key \( sk \), and a plaintext \( m \in \text{MsgSp} \), and returns a ciphertext. The deterministic decryption algorithm \( \mathcal{D} \) takes the secret key \( sk \), and a ciphertext \( C \) to return the corresponding plaintext, or a special symbol \( \bot \) indicating that the ciphertext was invalid. The consistency condition requires that \( \mathcal{D}_{sk}(\mathcal{E}_{sk}(m)) = m \), for all \( sk \) that can be output by \( \mathcal{K} \), and all \( m \in \text{MsgSp} \).

We now recall the standard cryptographic security notions for encryption, indistinguishability against chosen-plaintext attacks (IND-CPA). It formalizes the requirement that even though an adversary may know some partial information about the data, no additional information is leaked (besides the message length).

Let \( \mathcal{E} = (\mathcal{K}, \mathcal{E}, \mathcal{D}) \) be an encryption scheme. For an adversary \( A \) and a bit \( b \), define the experiment \( \text{Exp}_{\mathcal{E}}^{\text{ind-cpa}}(A) \) as follows. First the key \( sk \) is generated by \( \mathcal{K} \). Let \( \mathcal{LR} \) (left-or-right) be the “selector” that on input \( m_0, m_1, b \) returns \( m_b \). The adversary \( A \) is given access to the left-right encryption oracle \( \mathcal{E}_{sk}(\mathcal{LR}(\cdot, \cdot, b)) \) that it can query on any pair of messages of equal length in \( \text{MsgSp} \). The adversary’s goal is to output a bit \( d \), as its guess of the challenge bit \( b \), and the experiment returns \( d \) as well. The ind-cpa-advantage of an adversary \( A \), \( \text{Adv}_{\mathcal{E}}^{\text{ind-cpa}}(A) \), is defined as the difference between the probabilities of \( \text{Exp}_{\mathcal{E}}^{\text{ind-cpa}}(1)(A) \) returning 1 and \( \text{Exp}_{\mathcal{E}}^{\text{ind-cpa}}(0)(A) \) returning 1.

The scheme \( \mathcal{E} \) is said to be indistinguishable against chosen-plaintext attack or IND-CPA, if for every adversary \( A \) with reasonable resources its ind-cpa advantage is small\(^9\).

**Message Authentication Codes (MACs).** A message authentication code (MAC) \( \mathcal{M} = (\mathcal{K}, \mathcal{M}) \) with associated message space \( \text{MsgSp} \) is defined by two algorithms. The randomized key generation algorithm \( \mathcal{K} \) returns a secret key \( sk \). The deterministic\(^3\) tagging algorithm \( \mathcal{M} \) takes the input secret key \( sk \), and a plaintext \( m \in \text{MsgSp} \) to return a tag for \( m \). For a message-tag pair \( (m, \sigma) \), we say \( \sigma \) is a valid tag for \( m \), if \( \sigma = \sigma' \), where \( \sigma' \leftarrow \mathcal{M}_{sk}(m) \).

We will use the following security definition (which implies the unforgeability against chosen message attack). Let \( \mathcal{M} = (\mathcal{K}, \mathcal{M}) \) be a MAC scheme. Let \( \mathcal{R} \) be the set of all functions with the same domain and range as \( \mathcal{M} \). \( \mathcal{M} \) is called pseudorandom or PRF secure, if any adversary \( A \) with reasonable resources and access to an oracle that it can query on messages in \( \text{MsgSp} \), has small prf-advantage \( \text{Adv}_{\mathcal{M}}^{\text{prf}}(A) \) defined as

\[
\Pr\left[ sk \leftarrow \mathcal{K} : \mathcal{M}_{sk}(\cdot) = 1 \right] - \Pr\left[ g \leftarrow R : \mathcal{M}^{\mathcal{R}}(\cdot) = 1 \right].
\]

A weaker security notion, IND-DCCA, is defined in [25]. The notion asks the scheme to hide all but equality of the underlying messages. It is defined similar to IND-CPA but the adversary’s queries are required to have the same equality pattern among the “left” and “right” vectors.

**A.2 Primitive Definition and Security**

**Definition A.1 [EDESE]** An easily-deployed efficiently searchable symmetric encryption scheme (EDESE) \( \mathcal{E} \) is associated with message space \( \text{MsgSp} \) and keyword space \( \text{KwSp} \). We assume that each message \( m \in \text{MsgSp} \) can also be viewed as a set of keywords, and the particular meaning should be clear from the context. (E.g. \( |m| \) denotes the length of \( m \) in bits, \( |m|_{\text{kw}} \) denotes the number of keywords in \( m \) and \( m_0 \cap m_1 \) denotes the set of common keywords in \( m_0 \) and \( m_1 \).) We assume that given \( m \in \text{MsgSp} \) one can efficiently extract all keywords in it. An EDESE scheme is defined by four algorithms:

- The randomized key generation algorithm \( \mathcal{K} \) returns a secret key \( sk \).
- The (possibly) randomized or stateful encryption algorithm \( \mathcal{E} \) takes input the secret key \( sk \), and a plaintext \( m \in \text{MsgSp} \), and returns a ciphertext \( c \). To use the fact that a ciphertext is searchable by a server, just like any other text, we will use the notation \( s \in c \) to denote that a substring \( s \) is part of \( c \).
- The deterministic decryption algorithm \( \mathcal{D} \) takes the secret key \( sk \), and a ciphertext \( c \) to return the plaintext.
- The deterministic query function \( \mathcal{Q} \) takes input the secret key \( sk \), and a keyword \( w \in \text{KwSp} \), and returns a string \( s \).

We require that

\( ^9 \)Here, and further in the paper, we call the resources of an algorithm (or adversary) “reasonable”, if it runs for some reasonable amount of time (e.g. up to 10 years, or does \( 2^{50} \) basic operations in some fixed model of computation), and does reasonable number of oracle queries of reasonable length. We call the value of an advantage “small”, if it is very close to 0 (e.g. \( 2^{-50} \)). In general, “reasonable” parameters depend on a particular application. We do not use asymptotic notation because the symmetric key primitives such as blockciphers are of fixed length.

\( ^3 \)A MAC does not have to be deterministic, but most practical schemes are, and in this paper we consider only deterministic MACs.
• $D_{\text{sk}}(\sigma_{\text{sk}}(m)) = m$, for all $\text{sk}$ that can be output by $\mathcal{K}$, and all $m \in \text{MsgSp}$.

• For all $\text{sk}$ that can be output by $\mathcal{K}$, all $m \in \text{MsgSp}$ and all $w \in \text{KwSp}$, we always have that $D_{\text{sk}}(w) \in \sigma_{\text{sk}}(m)$, if $w \in m$, and the probability of $D_{\text{sk}}(w) \in \sigma_{\text{sk}}(m)$, if $w \notin m$, is at most $\delta$.

The latter condition ensures that the search on a keyword will always return all ciphertexts of messages containing the keyword, and that the probability of a false-positive is at most $\delta$.

EDESE Security. We construct the following indistinguishability-based security definition, called PRIV-CPA, for analyzing the security of EDESE schemes. Intuitively, this notion is similar to the standard IND-CPA notion with the additional condition that left-right queries preserve the number of common equal components between any sets of underlying messages. This is because for functionality we allow a scheme to leak that different messages share keywords. We first provide the definition and follow with discussion.

**Definition A.2** Let $\mathcal{E}_\mathcal{S} = (\mathcal{K}, \mathcal{E}, \mathcal{D}, \mathcal{Q})$ be an EDESE scheme with message and keyword spaces $\text{MsgSp, KwSp}$. For $b \in \Sigma$ and adversary $A$, we define the experiment $\text{Exp}_{\mathcal{E}_\mathcal{S}, b}^{\text{priv-CPA}}(A)$ similar to $\text{Exp}_{\mathcal{E}_\mathcal{S}}^{\text{ind-cpa}}(A)$ except that $A$ has the additional restriction: if $(m_i^0, m_i^1), \ldots, (m_q^0, m_q^1)$ are the queries $A$ makes to its LR encryption oracle $\mathcal{E}(\text{sk}, \mathcal{L}_\mathcal{S}(\cdot, b))$, then

• for all $i, j \in [q]$, $|m_i^0 \cap m_j^0|_{\text{kw}} = |m_i^1 \cap m_j^1|_{\text{kw}}$.

For an adversary $A$, define its PRIV-CPA advantage against $\mathcal{E}_\mathcal{S}$, $\text{Adv}_{\mathcal{E}_\mathcal{S}}^{\text{priv-cpa}}(A)$, as

$$\text{Pr}[\text{Exp}_{\mathcal{E}_\mathcal{S}, b}^{\text{priv-CPA}}(A) = 1] - \text{Pr}[\text{Exp}_{\mathcal{E}_\mathcal{S}, b}^{\text{priv-CPA-o}}(A) = 1].$$

We say that $\mathcal{E}_\mathcal{S}$ is private under chosen-plaintext attacks (PRIV-CPA-secure) if the PRIV-CPA advantage of any adversary against $\mathcal{E}_\mathcal{S}$ is small.

**Remark A.3** Note that the adversary is able to obtain examples of encrypted documents of its choice and queries of keywords of its choice, even though it is not given explicit encryption or query oracles. The adversary can still do the former by querying the left-right encryption oracle on pairs of equal messages and the latter by querying the same oracle on, say, a pair of equal messages containing just one keyword. Then by the searchability requirement the resulting ciphertext will contain the result of the query for this keyword.

**Remark A.4** We do not study chosen-ciphertext security here as it can be achieved using the encrypt-then-MAC method [26]. I.e., the key includes an additional MAC key, a new ciphertext includes the MAC of the previous-scheme ciphertext, and the new decryption algorithm verifies the MAC before decrypting and outputting the message.

**Remark A.5** Our security notion is similar to that of Goh [44], but ours is stronger in that we allow the challenge documents to contain different number of words and we allow the adversary to pick an arbitrary number of challenge document pairs adaptively. We do not know if the latter makes the definition strictly stronger, but unless one proves otherwise it is important to consider more powerful adversaries. Also, for our primitive the security notion requires the queries to hide partial information about keywords (besides equality). Goh’s definition does not explicitly require that, even though such security may be implied for certain types of schemes.

The security definitions for privacy-preserving MACs (IND-DCCA) [25] and efficiently-searchable encryption [20] require that only equality of plaintexts is leaked. As are they are not directly suitable for our primitive as we must consider sets of messages and overlaps between them.

### A.3 Our Construction

We now construct an EDESE scheme with message and keyword spaces $\text{MsgSp, KwSp}$ and then prove it secure under the above definition. Let $\mathcal{E}_\mathcal{S} = (\mathcal{K}, \mathcal{E}, \mathcal{D}, \mathcal{Q})$ be a standard symmetric encryption scheme with message space $\text{MsgSp}$, where message can also be viewed as sets of keywords. Let $\mathcal{M} = (\mathcal{K}, \mathcal{M})$ be a deterministic MAC with message space $\Sigma^*$. Let $k$ be an integer parameter. Let $\text{encode}_c, \text{encode}_q$ be functions $\Sigma^* \rightarrow \Sigma^*$.

We define $\mathcal{E}_\mathcal{S} = (\mathcal{K}, \mathcal{E}, \mathcal{D}, \mathcal{Q})$ as follows.

• $\mathcal{K}$ runs $sk_{\mathcal{S}} \leftarrow \mathcal{K}^{\mathcal{M}}$ and $sk_{\mathcal{S}} \leftarrow \mathcal{K}^{\mathcal{S}}$, and returns $sk_{\mathcal{S}} \parallel sk_{\mathcal{S}}$.

• $\mathcal{E}_{sk_{\mathcal{S}}}(m)$ runs:

Let $m = \{w_1, \ldots, w_l\}$.

Let $n$ be the maximum number of unique keywords a message of length $|m|$ can have.

- If $l < n$, then for $i \in [l+1, \ldots, n] \ w_i \leftarrow \Sigma^k$
- $t_i \leftarrow \mathcal{E}_{sk_{\mathcal{S}}}(w_i)$ for $i \in [n]$
- $t \leftarrow \text{encode}_c(t_1, \ldots, t_n)$
- Return $t || \mathcal{E}_{sk_{\mathcal{S}}}(m)$.

• $\mathcal{D}_{sk_{\mathcal{S}}}(c)$ parses $c$ as $\text{tags} || c'$ and returns $\mathcal{D}_{sk_{\mathcal{S}}}(c')$.  
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The idea for the construction is simple: we encrypt the document with a standard encryption scheme and append MACs of unique keywords in the document. To prevent leaking the number of unique keywords we add as many “dummy” keywords as needed.

We now discuss how to instantiate the encode functions so that the scheme satisfies the correctness requirements.

**Choosing encode functions.** We could simply let the $\text{encode}_e$ function above to output its inputs in lexicographical order and $\text{encode}_i$ be the identity function. Note that in this case it is easy to see that the construction satisfies the requirements of a EDESE scheme with the false-positives bound $\delta$ corresponding to the probability of a queried message colliding with a random $k$-bit message or of MACs of two messages being the same, and this is small due to the standard unforgeability property of a MAC scheme.

Now we discuss how to instantiate encode functions so that ciphertexts get more compact. We introduce some extra parameters for the scheme: the size of the initially empty Bloom filter bit array $B$ and the number of bits $r$ being set to 1 for each keyword (determine the rate of false positives as we discuss below). Let $p$ be the length of MACs output by the algorithm $\mathcal{F}$ of $\mathcal{M}$. We assume that $p \geq r \log B$. Let $f$ be an injective function from $[B]$ to $\Sigma'$. Then

- $\text{encode}_e(t_1, \ldots, t_n)$:
  - For every $i \in [n]$:
    * Let $h_1, \ldots, h_r$ be the numbers defined by $1, \ldots, r$-th bits of $t_i$.
    * Set $h_1, \ldots, h_r$-th bits of Bloom filter array to 1.
  - For all positions $p_1, \ldots, p_n$ of the Bloom filter which are 1, output $f(p_1), \ldots, f(p_n)$.

- $\text{encode}_i(t_i)$:
  - Let $h_1, \ldots, h_r$ be the numbers defined by $1, \ldots, r$-th bits of $t_i$.
  - Set $h_1, \ldots, h_r$-th bits of Bloom filter array to 1.
  - For all positions $p_1, \ldots, p_n$ of the Bloom filter which are 1, output $f(p_1), \ldots, f(p_n)$.

It is easy to see that the scheme is correct. When the same keyword is encoded during encryption and query, its deterministic MAC is mapped the same way to the same set of positions in Bloom filter. If $\mathcal{M}$ is a PRF, then setting the bits to 1 using our method is equivalent to using $r$ independent functions to random bits. After inserting $d \leq |\text{KwSp}|$ distinct keywords using $r$ mappings into an array of size $B$ the probability of a false positive $\delta$ is $1 - (1 - (1/B)^d)^r \approx 1 - e^{-rd/B}$ [44].

We note that our scheme is more more efficient than that of [44]. To map a keyword to $r$ bits [44] uses $r$ independent MAC computations. We, on the other hand, only use one MAC computation and use the pseudorandomness property to construct an equivalent mapping.

Discussion the concrete instantiation of our construction can be found in Section 4.4.

### A.4 Security Analysis

We now state the security result for our scheme.

**Theorem A.6** If $\mathcal{M}$ is PRF and $\mathcal{F}$ is IND-CPA-secure, then $\mathcal{E}, \mathcal{F}$ is PRIV-CPA-secure.

**Proof of Theorem A.6**

Let $\mathcal{FSE} = (\mathcal{K}, \mathcal{F}, \mathcal{E}, \mathcal{S})$ be a standard symmetric encryption scheme with message space $\text{MsgSp}$, where message can also be viewed as sets of keywords. Let $\mathcal{M} = (\mathcal{K}, \mathcal{F})$ be a deterministic MAC with message space $\Sigma'$. Let $k$ be an integer parameter. As we mentioned, for simplicity we assume that $\text{encode}_e$ function in the construction outputs its inputs in lexicographical order. Let $\mathcal{FSE}$ be as per Construction A.3.

For an adversary $A$ we consider a sequence of experiments, starting with $\text{Exp}_0(A) = \text{Exp}^{\text{priv-cpa-0}}_{\mathcal{FSE}}(A)$ and ending with $\text{Exp}_1(A) = \text{Exp}^{\text{priv-cpa-1}}_{\mathcal{FSE}}(A)$. Let the left-right queries made by $A$ be $(m_0^1, m_1^1), (m_0^2, m_1^2), \ldots, (m_0^q, m_1^q)$, where for $b \in \Sigma$ and $i \in [q]$, $m_i^b = \{w_i^1, w_i^2, \ldots, w_i^q_i\}$.

Then in $\text{Exp}_0(A)$ the adversary is given the MACs and encryptions of $\{w_0^1, \ldots, w_0^q\}$, $\{w_0^1, \ldots, w_0^q\}$, $\ldots$, $\{w_0^1, \ldots, w_0^q\}$, $\{w_1^1, \ldots, w_1^q\}$ (the MACs are of the keywords in sets and the encryptions of messages, and the MACs are output in the lexicographical order). And in $\text{Exp}_1(A)$ the adversary is given the MACs and encryptions of $\{w_0^1, \ldots, w_0^q\}$, $\{w_1^1, \ldots, w_1^q\}$, $\ldots$, $\{w_0^1, \ldots, w_0^q\}$, $\{w_1^1, \ldots, w_1^q\}$. Now consider experiment $\text{Exp}_1(A)$ which is equivalent to $\text{Exp}_0(A)$, except that $A$ is given encryptions of “right” messages (and the MACs are still of the “left” keywords’: $\{w_0^1, \ldots, w_0^q\}$, $\ldots$, $\{w_0^1, \ldots, w_0^q\}$, $\ldots$, $\{w_0^1, \ldots, w_0^q\}$, $\{w_1^1, \ldots, w_1^q\}$.

Clearly, if the difference between probabilities of $A$ outputting 1 in $\text{Exp}_0(A)$ and $\text{Exp}_1(A)$ is not small, then we can construct adversary $B_1$ breaking IND-CPA security of $\mathcal{FSE}$ with equal $\text{Adv}^{\text{ind-cpa}}_{\mathcal{FSE}}(B_1)$. $B_1$ simply uses its own challenge oracle to simulate the encryptions of documents output by $A$ (which must be of the same length in each query pair), and simulates the MACs of the keywords (which are the same in both experiments) using the key it creates.

Now we consider experiment $\text{Exp}_2(A)$ which is equivalent to $\text{Exp}_1(A)$, except that all keywords which are
unique (i.e. are not shared by different documents) are replaced with the corresponding “right” unique keywords. Note that due to the queries restriction in Definition A.2 there are equal number of such unique keywords in the left and right queries (excluding the low probability of collision in dummy keywords). We claim that if the difference between probabilities of $A$ outputting 1 in $\text{Exp}_1(A)$ and $\text{Exp}_2(A)$ is not small, then we can easily construct adversary $B_2$ breaking PRF security of $\mathcal{M}$ with equal $\text{Adv}^{\text{prf}}_{\mathcal{M}}(B_2)$. In fact, IND-DCPA security [25] would be sufficient. $B_2$ would use its own challenge oracle to simulate MACs of the keywords (while preserving the equality pattern in its queries) and simulate the encryptions of the documents using the key it creates. And of course we could go with the stronger PRF adversary that we need for the efficient encoding.

We finally claim that $\text{Exp}_2(A)$ and $\text{Exp}_3(A)$ are indistinguishable for $A$ or, again, we can easily construct adversary $B$ breaking PRF security of $\mathcal{M}$. This is because the only difference is in the MACs of keywords which are shared between several messages. But since the MAC is deterministic, the resulting tags are output in the lexicographical order, and because of the restriction on the adversary $A$’s queries, we can see that these keywords underlying $A$’s queries in $\text{Exp}_2(A)$ and $\text{Exp}_3(A)$ have the same equality pattern. I.e. if we assume that the keywords in each set are sorted according to the corresponding MAC lexicographical positions, then $w^{i,j}_0 = w^{k,j}_0$ iff $w^{i,j}_1 = w^{k,j}_1$ for $i \neq k$ both $\in [q]$ and $j \in [n]$. Then it is easy to construct IND-DCPA adversary who can use its own challenge oracle to simulate the MACs. $B_3$ can do so without violating its restriction on using the oracle, which is for left and right vectors of messages to have the same equality pattern. And of course we could construct a stronger PRF adversary.

Putting it all together we can see that if there exist an adversary $A$ who can output 1 in $\text{Exp}_3(A)$ and $\text{Exp}_0(A)$ so that the difference between the corresponding probabilities is not small, and hence, by definition, $\text{Adv}^{\text{priv-\text{cpa}}}_{\mathcal{E},\mathcal{E}}(A)$ is not small, then we can construct other adversaries $B_1, B_2$ with comparable resources such that

$$\text{Adv}^{\text{priv-\text{cpa}}}_{\mathcal{E},\mathcal{E}}(A) \leq \text{Adv}^{\text{ind-\text{cpa}}}_{\mathcal{E},\mathcal{E}}(B_1) + \text{Adv}^{\text{prf}}_{\mathcal{M}}(B_2) + \text{Adv}^{\text{prf}}_{\mathcal{M}}(B_3),$$

and the statement of the theorem follows.