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A framework supporting the privacy policy life cycle 
helps guide the kind of research to consider before sound 
privacy answers may be realized. 
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nformation technology advances are making Internet
and Web-based system use the common choice in many
application domains, ranging from business to health
care to scientific collaboration and distance learning.
However, adoption is slowed by well-founded concerns
about privacy, especially given that data collected about
individuals is being combined with information from
other sources and analyzed by powerful tools (such as
data mining tools). I
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Effective solutions for privacy protection are of
interest to industry, government, and society at large,
but the challenge is to satisfy the often-conflicting
requirements of all these stakeholders. Enterprises
need mechanisms to ensure their systems are compli-
ant with both the policies they articulate and the law.
Moreover, they need to understand how to specify,
deploy, communicate, and enforce privacy policies.
Legislators and regulatory bodies require mechanisms
to verify how privacy-related laws are actually
enforced by enterprises in their software systems.
Finally, end users must be able to easily understand
privacy policies [2] and need effective, transparent,
and comprehensible online privacy-protection mech-
anisms. 

Significant efforts in industry are seeking to better
protect sensitive information online and better com-
municate the mechanisms used to do so in the form
of privacy policies. However, existing solutions are
still fragmented and far from satisfactory. For exam-
ple, existing languages for specifying privacy policies
lack formal and unambiguous semantics, are limited
in expressive power, and lack enforcement and audit-
ing support [9]. End user privacy management tools
are limited in capability or difficult to use. To provide
effective online privacy protection, a comprehensive
framework that covers the entire privacy policy life
cycle is needed. This life cycle includes enterprise pol-
icy creation, enforcement, analysis, and auditing, as
well as end user agent presentation and privacy policy
processing. Trustworthy privacy protection can only
be attained when broad consideration is given not
only to IT solutions, but also to a wide range of per-
spectives from other disciplines. To this end, techni-
cal attempts to support privacy policy management
must take into account the human, legal, and eco-
nomic perspectives [1, 6] relevant to privacy. For
example, how much are individuals willing to pay to
keep their information private?

Here, we present a comprehensive architectural
framework that supports the privacy policy life cycle.
We identify the relevant technological and non-tech-
nical components required to support this life cycle,
showing the relationships between these components.
The framework suggests a detailed roadmap for
research to be undertaken before sound privacy solu-
tions may be realized. 

PRIVACY POLICY TECHNOLOGIES

To make privacy policies more readable and enforce-
able, two privacy policy specification languages have
emerged: P3P and EPAL.

Platform for Privacy Preferences (P3P) Project.
The W3C’s P3P Project [12] enables Web sites to

encode their data collection and data-use practices in
a machine-readable XML format known as P3P poli-
cies. The W3C has also designed APPEL (a P3P Pref-
erence Exchange Language) that allows users to
specify their privacy preferences. Ideally, through the
use of P3P and APPEL, a user agent (a program
working on the user’s behalf ) should be able to check
a Web site’s privacy policy against the user’s privacy
preferences, and automatically determine whether the
Web site’s data collection and data-usage practices are
acceptable to the user. P3P appears to be the most
widely used (if not the only) language for encoding
enterprises’ privacy policies for consumption by end
users. However, P3P has several limitations and short-
comings that must be addressed. 

The P3P language does not have a clear semantics
and can therefore be interpreted and presented differ-
ently by different user agents. Companies may be
reluctant to provide P3P policies on their Web sites
because policies may be misrepresented. Quoting
from CitiGroup’s position paper [11], “The same P3P
policy could be represented to users in ways that may
be counter to each other as well as to the intent of the
site...This results in legal and media risk for compa-
nies implementing P3P that needs to be addressed
and resolved if P3P is to fulfill a very important
need.” Furthermore, a policy specified in P3P may be
internally inconsistent [9]. 

The fundamental reason underlying the aforemen-
tioned technical difficulties is that the need for a
semantics was apparently overlooked in the initial
design of P3P, leaving too much freedom for user
agents to misinterpret P3P policies. As discussed in
[9], the problem is not just about the ambiguity of
vocabulary in P3P, but also about how the different
components (such as collected data items, purposes,
recipients, and retentions) in a P3P statement interact.
Additionally, the expressive power of P3P is limited
[10, 11]. Many statements in a natural language pri-
vacy policy cannot be expressed in P3P, including, for
example, how long data will be stored, what security
mechanisms are in place to protect stored data, what
kinds of data are not collected or shared, and so on. 

Though Web sites are starting to post their P3P poli-
cies, the majority of online privacy policies are pub-
lished in natural language. Currently, only textual
policies are legally binding for an enterprise. Natural-
language privacy policies cover a much broader scope of
an enterprise’s privacy practices than P3P policies.
Moreover, natural-language policies tend to be more
ambiguous and incomplete [2], making it difficult to
maintain consistency between the policies and their
more formal machine-readable representations.
Through an iterative process, ambiguities can be



removed; however, tools are needed for translating nat-
ural-language policies into machine readable and
enforceable policies to facilitate consistency checking.
Policy translation tools will enable large-scale processing
of textual privacy policies and increase general under-
standing about the current state of privacy practices.

The P3P framework does not address enforcement
or auditing. An enterprise has no way to determine
whether published privacy policy is actually enforced
within their information systems; nor can it prove to
other parties that adequate procedures have been fol-
lowed to ensure compliance with its privacy policy.
This problem is exacerbated by the fact that an enter-
prise shares customer data with other business part-
ners, which may have different privacy practices [3].
Even within a single organization, multiple privacy
policies often exist [2]. Tools are thus needed for com-
paring and analyzing different privacy policies, and to
enforce privacy-aware information flow to thwart
inappropriate information flows [3]. 

Enterprise Privacy Policy Enforcement. Researchers
at IBM are developing enterprise privacy architecture
solutions. Karjoth et al. [8] proposed a privacy-centric
access control language—E-P3P and its successor
EPAL. EPAL (Enterprise Privacy Authorization Lan-
guage) is an abstract-level access control language,
with features devoted to privacy protection; for exam-
ple, data accessing purposes. Additionally, IBM is
developing a privacy logging and reporting framework
that maps application-specific information to enter-
prise-level information [4]. We identify the following
limitations of existing work. 

First, the efficient and correct enforcement of poli-
cies specified in EPAL (or in a language for similar pur-
poses) in the data storage layer has not been addressed.
Policies specified at the EPAL level must be enforced at
the time data is accessed. In most cases, such data is
stored in databases and is accessed frequently. Thus, if
every data access had to rely on external policy evalua-
tion, the performance would be unacceptable.

Second, the relationship between policies at the
P3P level and the EPAL level has not been adequately
addressed. Karjoth et al. [7] proposed to generate P3P
policies from EPAL policies. We disagree with this
approach. Privacy policies represent long-term
promises made by an enterprise to its end users and
are determined by business practice and legal con-
cerns. On the other hand, access control policies rep-
resent internal data handling practices that may
change more frequently. It is undesirable to change an
enterprise’s promises to customers every time an inter-
nal access control rule changes. In fact, a privacy
enforcement mechanism should be able to grandfa-
ther data and associated policies (to limit scope of
impact when policies change). 

Third, EPAL does not address situations arising
from information flows between applications under
different privacy policies. The sticky policy paradigm
[8], which associates relevant consents with users’ data
so that they can be enforced during access control
decisions, can help to a certain extent. However, most
data exchange interfaces today do not support sticky
policies; theory and tools to control information flows
to other applications governed by different privacy
policies are needed to ensure the correct privacy pol-
icy is enforced. 

A COMPREHENSIVE FRAMEWORK FOR ONLINE PRIVACY

PROTECTION

We now provide a general overview of the frame-
work’s key components and desirable functionalities
and interactions. Figure 1 shows the architectural
representation of a framework for privacy policy
management.

Enterprise side. To support the complete life cycle
of a privacy policy, the framework’s enterprise side is
organized according to a three-tier model.

Top tier (principles of privacy practices): An enter-
prise’s high-level privacy promises are specified in pri-
vacy policies (using formal and/or natural language).
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Privacy policies represent long-term promises made by 
an enterprise to its end users and are determined by business 
practice and legal concerns. It is undesirable to change an enterprise’s
promises to customers every time an internal access control rule
changes. 



Policies in this tier are intended for general Internet
users. They should be specified by dedicated privacy
officers who are familiar with both the enterprise’s
business practice and relevant pri-
vacy law and regulations. Key
challenges include the design of a
precise semantic model for pri-
vacy policies and expressive for-
mal privacy policy languages.
Policy languages for this tier
should focus on which privacy
goals are to be achieved, rather
than how to achieve them.

Middle tier (security policies): In
this layer, traditional security poli-
cies, for example, those governing
authentication, access control,
and information flow are needed
to enforce high-level privacy poli-
cies. Policies at this tier should be
specified by security officers who
are familiar with high-level pri-
vacy policies and with the busi-
ness processing needs of specific
application domains. Within one
application, privacy-centric access
control and auditing policies
ensure  that data access does not
violate privacy policies or security
requirements. Data models and
user management models are required to track how
collected information is used by applications. A key
challenge is the need to guarantee consistency
between application-specific access control policies
and privacy promises. Policy authoring and analysis
tools based on specific application models are also
required. Furthermore, because data may flow
between applications governed by different high-level
privacy policies, information flow control policies are
needed to ensure that such data flow does not violate
privacy promises. 

The access control and auditing policies in this tier
are application specific, but are usually independent
of application implementation details. In an applica-

tion, different levels of abstractions are commonly
exploited to ease management overhead. For example,
the model of information flow in an organization is
usually independent of the physical storage of the
information and the mechanisms through which
information is exchanged between different depart-
ments. The separation of logical information flow
and its physical storage and exchange implies the need
for another level of privacy policy enforcement.

Bottom tier (enforcement in the physical layer):
Access control and auditing policies must be materi-
alize through policy configurations in the underlying
information repository. The nature of privacy policies
tends to be fine-grained, for example, each individual
user may allow different usages of his or her data.
Thus, fine-grained access control is needed; for exam-
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Although many organizations now post online 
privacy policies, these organizations must realize that 

simply posting a privacy policy on their Web site does 
not guarantee compliance with existing legislation.
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ple, if relational databases are used, then it may
require row-level or even cell-level access control to
support privacy constraints. An ambitious objective is
to automatically generate fine-grained database access
control and auditing policies from those in the mid-
dle tier, to eliminate potential logical errors during
policy implementation. Furthermore, efficiency of
policy evaluation and enforcement in the bottom tier
is an important issue that must be addressed.

User side. The user-side components include user
agents for preference specification and policy process-
ing and presentation. The preference specification
part interacts with the user through a paradigm that is
close to the user’s privacy protection objectives and
generates privacy preferences in a formal language, so
that the matching between enterprises’ privacy poli-
cies and users’ preferences can be conducted automat-
ically. Additionally, the user agent provides an
expressive user interaction model. When necessary, it
presents the policies in an accurate and accessible
manner and interacts with the user to help achieve
privacy protection objectives.

Usability. This framework seeks to enable end
users to take an active role in protecting their privacy
online; thus, usability is a key component. Because
maintaining security and privacy is heavily reliant on
users’ cooperation (that is, users need to specify their
preferences), the maximal benefit of these preference
specification methods cannot be realized unless inter-
actions between the user and the system are simple
and friendly. In particular, policy authoring and
analysis tools as well as user agents need to be
designed based on a comprehensive study of potential
users’ behaviors/preferences and existing tools.   

Society, law, and economics. Social norms and laws
serve as the fundamental guidelines for enterprises to
regulate their privacy practices and for users to estab-
lish necessary information disclosure principles.
Although many organizations now post online privacy
polices, these organizations must realize that simply
posting a privacy policy on their Web site does not
guarantee compliance with existing legislation. To
date, privacy protection law in the U.S. includes cov-
erage for health care data (the Health Information
Portability and Accountability Act, HIPAA), informa-
tion obtained from and/or about children (the Chil-
dren’s Online Privacy Protection Act, COPPA) and
financial data (the Gramm-Leach-Bliley Act, GLBA).
They not only regulate the collection and use of pri-
vate information inside one organization, but also con-
cerns about cross-organization information sharing. 

If privacy regulations and laws are systematically
analyzed and mapped to formal semantics, common
privacy practice pitfalls can be avoided. Additionally,

by studying users’ social behaviors when accessing
online services we will be better equipped to under-
stand users’ real privacy concerns—concerns they do
not articulate, but are evident in their behaviors. Soci-
etal studies benefit individual users and enterprises
because it helps them design user-acceptable privacy
policies. Finally, economic factors play important
roles to promote the consideration of privacy and the
adoption of privacy protection technologies, espe-
cially in the enterprise side. There is a need to study
enterprises’ and users’ behavior from the economic
perspective.

RESEARCH ISSUES

Specification of privacy policies. Privacy policies in
the top tier are contracts between enterprises and
end users. A language for expressing such contracts
must have unambiguous semantics and significant
expressive power. As discussed here, existing specifi-
cation languages for privacy policies lack both. Rele-
vant research issues that need to be addressed in this
context include the following:

Development of a formal language for specifying pri-
vacy policies. Although P3P’s limitations have been
widely acknowledged [10, 11], the exact limitations
have not been clearly identified and no comprehen-
sive solution has been proposed. A recent analysis of
over 100 privacy policies in three different domains,
for example, general e-commerce, health care, and
financial Web sites [2], has yielded over 1,000 goal
statements and identified the goals appearing most
frequently in textual policies. Most of these goals can-
not be expressed in current privacy languages and thus
they can be used to drive the development of more
expressive formal privacy languages.

It is also critical to develop expressive privacy pol-
icy languages with unambiguous semantics, serving as
a semantic foundation for natural language privacy
policies. An initial approach toward the definition of
such semantics has been recently proposed [9], based
on which integrity constraints are introduced to
maintain a P3P policy’s semantic consistency. That
approach focuses on providing a formal semantics for
P3P, rather than remedying other weaknesses of P3P.
However, it is possible to build on that work in order
to develop more expressive languages for specifying
privacy policies, with a precise and clear relational
semantics.

Automatic translation from natural language privacy
policies to formal language policies. Although formal-
language policies are being developed and deployed, it
is unlikely they will replace natural-language privacy
policies in the foreseeable future. Using existing nat-
ural language processing software, tools can be devel-

COMMUNICATIONS OF THE ACM July  2007/Vol. 50, No. 7 113



oped to translate natural privacy policies into formal-
language policies. Such tools would also facilitate the
automatic generation of formal-language policies to
and from natural-language policies, and consistency
checking between formal and informal policies as well
as within natural-language policies, and would enable
large-scale processing of online natural language pri-
vacy policies. 

ENFORCEMENT AND AUDITING OF PRIVACY POLICIES

To guarantee an enterprise’s systems are in compli-
ance with its privacy policies in the top tier, privacy
constraints must be integrated into specific applica-
tions in the middle tier to be effectively enforced in
business operations. An enterprise often provides
several services to its users, and information flow fre-
quently happens between different applications.
Thus, privacy policy enforcement and auditing
should be considered not only in the context of a
single application but also in the context of the
information exchange between different applica-
tions/systems. The recent JetBlue Airways privacy
breach further motivates this requirement [3]. 

Top-tier privacy policies are abstract and cannot be
directly enforced in the middle tier. Thus, we must
refine and materialize top-tier policies and map them
into the relevant application domains. In particular, it
is necessary to specify middle-tier privacy policies
based on specific application models; verify their con-
sistency with top-tier policies; and integrate middle-
tier privacy policies with access control policies of
underlying data management systems that ultimately
control private information access. Relevant research
issues that must be addressed in this context include
the following:

Development of policy languages for specifying access
control and auditing policies. Privacy protection
requires either the design of new access control mod-
els or significant enhancement to current models.
Most privacy policies allow users to decide whether to
opt-out or opt-in to certain data usages; thus, a user’s
choices and consents must be stored and used to
make access control decisions. As a result, the access
requirement depends on both an enterprise’s policies
and user’s choices. A language is needed to enable
such highly fine-grained access control policies. The
policy language should also specify auditing require-
ments for data access, so an audit trail can be gener-
ated. One research problem is the selection of an
abstract data model. Another problem is the selection
of a user model that allows access based on the attrib-
utes of users (for example, the roles the user is play-
ing, the tasks the user is currently undertaking). 

Theory and tools for comparing top-tier and middle-

tier policies. An enterprise needs to ensure that mid-
dle-tier policies correctly enforce high-level policies.
One way to ensure this is to automatically generate
middle-tier policies from high-level policies. How-
ever, because middle-tier policies contain more infor-
mation than high-level policies, it is likely they cannot
be automatically generated from high-level policies. It
is likely that policies in the two tiers are specified sep-
arately; thus theory and tools for checking policy
compliance must be developed. Such tools should
also ensure that auditing policies in the middle tier are
sufficient to generate an audit trail proving they are in
compliance with high-level policies.

Algorithms and tools to automate translation from
middle-tier to bottom-tier policies. Efficient enforce-
ment of middle-tier policies requires the use of native
access control and auditing mechanisms provided by
the data storage program (databases). The Virtual Pri-
vate Databases (VPD) feature in Oracle provides fine-
grained access control as well as auditing by
dynamically executing a policy, which is a PL/SQL
program, and attaching the generated predicate to
each query. While this allows very flexible policies,
authoring policies involves writing complicated pro-
cedure programs—a highly error-prone process. Fur-
thermore, it is difficult to verify whether the policies
are implemented correctly. Therefore, a mechanism is
required to automatically translate middle-tier poli-
cies into physical repository policies. 

Theory for information flow control based on privacy
policies. Different enterprise sectors often have differ-
ent privacy policies in place. Such heterogeneity
comes from several sources. Global enterprises may be
subject to privacy laws from different countries.
Company mergers may result in enterprises with dis-
tributed and heterogeneous information systems,
which in turn may have heterogeneous privacy poli-
cies. However, because the various sectors of an enter-
prise are often interconnected, the information flows
among these sectors must be properly controlled to
prevent privacy breaches [3]. A key step in addressing
this is the definition of a lattice based on privacy poli-
cies. This lattice definition will entail investigation of
criteria and techniques for policy comparison. It is
also important to investigate the extent to which the
theory of information flow developed for MAC [5]
can be applied. To actually deploy information flow
control techniques, one must properly define the
interacting entities in an information flow process.
Such interacting entities can be defined in various
ways—according to organizational functions or a
technical point of view (that is, an entity can be an
application program or a database system). Finally, a
general notion of privacy contexts, which can be
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defined as a component within an organization char-
acterized by a homogenous privacy policy with respect
to a given sets of data is needed.

PRIVACY MANAGEMENT FOR THE END USER

Privacy policies must be communicated to end users,
enabling them to make meaningful decisions about
whether to provide personal data online. However,
just having the privacy policy in machine-readable
form is only a first step toward enabling end users to
control their privacy. We must develop a user inter-
action model and a user agent that interacts with the
user through high-level objectives. Relevant research
issues that must be addressed in this context include
the following:

Development of a paradigm for specifying privacy
preferences. This paradigm should be close to users’
privacy objectives, rather than close to the data collec-
tion policies. Technical aspects of data collection and
usage are often too complicated for users to fully com-
prehend. We conjecture that users’ preferences should
not be specified in terms of sharing specific data
items, but rather in achieving privacy objectives. This
paradigm should take into consideration users’ limita-
tions—it should be able to protect users from their
own errors. The paradigm will account for privacy
preferences that may vary for different transactions
and Web sites. One possibility is to organize a set of
preferences based on users’ goals and Web sites’ trust
levels.

Methods and tools to present privacy policies to end
users in a uniform and accessible way. The P3P effort is
predicated on the belief that privacy policies are too
difficult for humans to understand; thus they are
encoded in machine-readable form, which is then
automatically processed by tools. We envision many
cases in which human users would like to read the
policy before entrusting their sensitive information to
a Web site, rather than having a tool automatically
make the decision for them. Instead of presenting
users with pages of text laden with legal terms and not

understandable to the majority of Internet users [2],
privacy policies should be presented in summary form
for the users. Once the most significant axes of users’
privacy concerns and goals are determined, we can
determine how to best structure, organize, and pre-
sent this information to end users. For example, the
presentation may include scenarios of what the com-
pany can do, warn of possible negative consequences,
or stress differences with existing preferences. 

PRIVACY POLICY: LEGAL AND ECONOMIC PERSPECTIVES

Existing privacy policies are largely driven by organi-
zations’ legal concerns. Moreover, different organiza-
tion’s policies address different issues, despite being
in the same industry [2]. This suggests that compa-
nies within the same industry have different inter-
pretations of the law or that errors of omission are
common in privacy policies. In either case, while
writing policies to address legal concerns is an under-
standable and prudent practice, it often leads to a
mismatch between users’ concerns and the informa-
tion organizations disclose. Just as a law must survive
constitutional challenge, a specified system should
be demonstrably policy compliant. Part of the solu-
tion to helping financial institutions become GLBA
compliant is for organizations to be able to show
that policies meet the requirements of the law, and
that they are complete and unambiguous [2]. 

CONCLUSION

Privacy is increasingly a major concern that prevents
Internet users from fully enjoying the convenience,
variety, and flexibility offered by online services. A
variety of privacy-enhancing technologies has been
proposed. While some technologies aim at prevent-
ing attacks that breach users’ privacy, privacy policy
technologies assume a cooperative relationship
between service providers and users. Privacy policies
allow enterprises and Internet users to communicate
and negotiate privacy practices, and make online ser-
vices privacy-aware. The proposed framework iden-
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tifies key research challenges for the deployment and
management of privacy policies. The framework
shows that addressing these challenges will require
close collaboration between academia and industrial
researchers from multiple disciplines.
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