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Yuliya Babenko
Department of Mathematics
Kennesaw State University

Adaptive Approximation and Interpolation: Error Analysis and Construction of the Partitions

Approximation by various types of splines is one of the standard procedures in many applications. In all these applications, there is a standard distinction between uniform and adaptive methods. In the uniform case, the domain of interest is decomposed into a partition where elements do not vary much. Adaptive partitions, on the other hand, take into consideration local variations in the function behavior and therefore provide more accurate approximations. However, adaptive methods are highly nonlinear and no polynomial time algorithm exists to provide an optimal approximant for each given function. Therefore, the next natural question would be to construct asymptotically optimal sequences of partitions and approximants on them.

We begin this talk by presenting the exact asymptotics of the optimal error in the weighted $L_p$-norm, $1 \leq p \leq \infty$, of linear spline interpolation of an arbitrary bivariate function $f \in C^2([0,1]^2)$. We further discuss the applications to adaptive mesh generation for finite element methods, and explore connections with the problem of approximating the convex bodies by polytopes. In addition, we provide the generalization of this result to asymmetric norm.

We give a brief review of known results and introduce a series of new ones. The proofs of these new results lead to algorithms for the construction of asymptotically optimal sequences of triangulations for linear interpolation. Moreover, we derive similar results for other classes of splines and interpolation schemes, in particular for splines over rectangular partitions and their generalizations. Finally, we shall discuss the harmonic splines, their advantages and disadvantages compared to polynomial splines.

Juan B. Gutierrez
Department of Mathematics
Institute of Bioinformatics
University of Georgia

The Case for Science Engineering: Systems Biology of Malaria

Half the world population is currently at risk of malaria infection, with 200 million clinical cases and 600,000 deaths in 2012. Even though this disease has attracted substantial research resources in the last century, the detailed characterization of the dynamics of malaria is still an open question. Existing mathematical models of malaria infection are rudimentary, and lack the immune data to expand the level of detail to useful predictive levels. The Malaria Host Pathogen Interaction Center (MaHPIC), a research consortium comprised by UGA, Emory, GT, and CDC is producing information about the disease at unprecedented levels of detail. In this talk I will present recent developments by our MaHPIC group in the mathematical modeling of the blood stage of malaria infection using a coupled system of differential equations comprised of two transport PDEs and a set of ODEs. I will also present the challenges in calibrating this type of model with ‘omic technologies (transcriptomics, lipidomics, proteomics, metabolomics, and clinical data). Our preliminary model is able to reproduce the clinical presentation of malaria: severe anemia on first infection, and coexistence of host and parasites in subsequent infections. The computational framework necessary to process the information for this project is reusable, and highlights commonalities among different disciplines that could leverage large-scale studies.
Haesun Park  
School of Computational Science and Engineering  
Georgia Institute of Technology  

Nonnegative Matrix Factorization for Large-scale Clustering and Topic Discovery

In recent years, many constrained low rank approximations have been widely utilized in large-scale data analytics where the applications reach far beyond the classical areas of scientific computing. In this talk, we discuss some properties, algorithms, and applications of Nonnegative matrix factorization (NMF) for clustering and topic modeling of document data. A distinguishing feature of the NMF is the requirement of nonnegativity in the low rank factors, which enhances the interpretability and modeling capability for many applications. We offer new methods using the framework of NMF for efficient and effective clustering and topic modeling of large-scale text data. Our substantial experimental results show that rank-2 NMF based hierarchical and flat topic discovery methods called HierNMF2 and FlatNMF2 are far superior to other existing methods such as LDA (Latent Dirichlet Allocation) and k-means in terms of both scalability and solution quality.

This work is supported in part by DARPA XDATA and NSF/DHS FODAVA programs.

Lars Ruthotto  
Department of Mathematics and Computer Science  
Emory University  

Numerical Methods for Hyperelastic Image Registration

Image registration is an essential task in almost all areas involving imaging techniques. The goal of image registration is to find geometrical correspondences between two or more images. Image registration is commonly phrased as a variational problem that is known to be ill-posed and thus regularization is commonly used to ensure existence of solutions and/or introduce prior knowledge about the application in mind.

This talk presents a nonlinear regularization functional based on the theory of hyperelastic materials, which overcomes limitations of the most commonly used linear elastic model. In particular, the hyperelastic regularization functional guarantees that solutions to the variational problem exist and are one-to-one correspondences between the images, which is a key concern in most applications.

The focus of this talk is on accurate and fast numerical methods for solving hyperelastic image registration problems. Further, the potential of hyperelastic schemes is demonstrated for real-life medical imaging problems and efficient numerical solution of PDEs.
Martin Short  
School of Mathematics  
Georgia Institute of Technology  

Mathematics and Computing for Increased Security  

A current trend in research is to turn to advanced mathematics and computing to solve an ever expanding array of social problems. In this talk, I will give a few concrete example of this, with the specific social problem under consideration being criminal behavior. I will discuss how statistical models of property crime, given large training data sets, can be used to predict when and where criminal events will occur, allowing police to decrease crime measurably by devoting resources accordingly. I will also discuss how similar models can be applied to gang violence, and how the resulting mathematics can help resolve unsolved gang crimes within large historical data sets. Finally, I will explore, through the application of game theoretic ideas, how we can try to deal with criminals who strategically alter their behavior to account for the predictions that police might make of future criminal activity.

Xiaojing Ye  
Department of Mathematics and Statistics  
Georgia State University  

Fast Decentralized Gradient Descent Method  

We consider the decentralized consensus optimization problem on a connected network where each node privately holds a part of objective function and data. The goal is to find the minimizer for the whole objective function while each node can only communicate with its neighbors during computations. We present a fast decentralized gradient descent method whose convergence does not require diminishing step sizes as in regular decentralized gradient descent methods, and prove that this new method can reach optimal (and unimprovable) convergence rate of $O(1/k^2)$ where $k$ is the communication/iteration number. Numerical experiments also show that it significantly outperforms existing methods. Applications to seismic tomography on large-scale wireless sensor networks will be presented.
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