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Abstract. A new formulation and algorithm is described for computing the solution to an overdetermined linear system, $Ax \approx b$, with possible errors in both $A$ and $b$. This approach preserves any affine structure of $A$ or $[A \mid b]$, such as Toeplitz or sparse structure, and minimizes a measure of error in the discrete $L_p$ norm, where $p = 1, 2, \text{ or } \infty$. It can be considered as a generalization of total least squares and we call it structured total least norm (STLN).

The STLN problem is formulated, the algorithm for its solution is presented and analyzed, and computational results that illustrate the algorithm convergence and performance on a variety of structured problems are summarized. For each test problem, the solutions obtained by least squares, total least squares, and STLN with $p = 1, 2, \text{ and } \infty$ were compared. These results confirm that the STLN algorithm is an effective method for solving problems where $A$ or $b$ has a special structure or where errors can occur in only some of the elements of $A$ and $b$.
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1. Formulation of structured total least norm (STLN) problems. An important data fitting technique developed over the past 15 years is that of total least squares (TLS) [7], [8]. The TLS method is a generalization of the least squares method for an overdetermined system of linear equations, $Ax \approx b$, where $A$ is $m \times n$, with $m > n$. In the least squares solution it is assumed that the matrix $A$ is known without error, but that the vector $b$ is subject to error. The vector $x$ is determined so that $\|b - Ax\|_2 = \min$.

TLS allows the possibility of error in the elements of a given (data) matrix $A$, so that the modified matrix is given by $A + E$, where $E$ is an error matrix to be determined. The TLS problem can then be stated as that of finding $E$ and $x$, such that

\begin{equation}
\|E \mid r\|_F = \min,
\end{equation}

where $r = b - (A + E)x$, and $\| \cdot \|_F$ represents the Frobenius matrix norm.

A complete description of TLS is given in a recent book [14], where many applications to signal processing, system identification, and system response prediction are described. In many of these applications the matrix $A$ has a special structure,
such as Toeplitz structure, or is a large, sparse matrix with relatively few nonzero elements. Furthermore, in some applications, errors occur only in a small number of the elements of $A$, so that while $A$ may be dense, the matrix $E$ could be sparse.

The generally used computational method for solving TLS is based on the singular value decomposition (SVD) of $[A | b]$. A complete discussion of efficient computational methods for solving TLS based on SVD is given in Chapter 4 of [14]. For applications where the matrix $A$ has a special structure, the SVD-based methods may not always be appropriate, since they do not preserve the special structure. In fact, using the SVD approach the matrix $E$ will typically be dense, with no special structure, even when $A$ is Toeplitz or sparse. Thus, even those elements of $E$ that should remain zero will typically become nonzero. Also in some situations, the use of a norm other than the Frobenius norm may be preferable. For example, if the data contains outliers, an $L_1$ norm might be more suitable.

A new approach, to be described, is called STLN, and it addresses these situations. The STLN formulation allows other norms, in addition to the Frobenius norm, to be used. In particular, the problem can be formulated so as to minimize the error in either the $L_1$ norm or the $L_\infty$ norm, in addition to the Frobenius norm used in TLS.

Another important advantage of the STLN formulation is that it permits a known structure of the matrix $A$ and $[A | b]$ to be preserved in $A + E$ and $[A + E | b + r]$, respectively. Requirements of this kind occur in important applications. For example, a Toeplitz structure occurs in system identification problems [4], [6] and in frequency estimation [1], [11]. For other applications, see [1], [4], [14], [17].

The new approach will guarantee that, for example, $E$ will have the same Toeplitz structure as $A$, or that only those elements of $E$ which represent possible errors in $A$ are permitted to be nonzero. In general, it can preserve any given affine structure in the computed error matrix $E$. In some earlier papers [3], [13], restrictions of this type have been imposed by the use of additional constraints on the problem. The use of the $L_1$ norm for this kind of problem has also been investigated [10], using a different method than the one presented here. This extension of the TLS solution to incorporate the algebraic pattern of the errors in $A$ is also studied in [1] and [4] as “Constrained TLS” and “Structured TLS,” respectively, both for the $L_2$ norm only. In [1], a complex Newton’s method is utilized to solve the problem, whereas in [4], nonlinear SVD is defined and an algorithm to compute the solution is derived. For the comparison of these two algorithms, see [15]. The approach in our algorithm is different from these two and we will present the comparison of these three algorithms elsewhere.

Our formulation for solving the STLN problem takes full advantage of the special structure of a given matrix $A$. In particular, when $q (\leq mn)$ elements of $A \in \mathbb{R}^{m \times n}$ are subject to error, a vector $\alpha \in \mathbb{R}^{q \times 1}$ is used to represent the corresponding elements of the error matrix $E$. Note that for a sparse matrix, $q \ll mn$. Furthermore, if many elements of $E$ must have the same value, then $q$ is the number of different such elements. For example, in a Toeplitz matrix, each diagonal consists of elements with the same value, so $q \leq m + n - 1$.

The vector $\alpha$ and the matrix $E$ are equivalent in the sense that given $E$, $\alpha$ is known, and vice versa. The matrix $E$ is specified by those elements of $A$ which may be subject to error. Each different nonzero element of $E$ corresponds to one of the $\alpha_k$, $k = 1, \ldots, q$. Also, the residual vector $r = b - (A + E)x$ is now a function of $\alpha$ and $x$, so $r = r(\alpha, x)$. Let $D$ be a $(q \times q)$ diagonal weighting matrix that accounts for the repetition of elements of $\alpha$ in the matrix $E$. Then the STLN problem can be
stated as follows:

\[(1.2) \quad \min_{\alpha, x} \left\| \frac{r(\alpha, x)}{D\alpha} \right\|_p, \]

where \(\cdot \|_p\) is the vector \(p\)-norm, for \(p = 1, 2, \) or \(\infty\).

For \(p = 2\), and a suitable choice for \(D\), the problem (1.2) is equivalent to the TLS problem (1.1), with the additional requirement that the structure of \(A\) must be preserved by \(A + E\).

2. STLN algorithm. An iterative algorithm for solving the STLN problem will now be described. To do this, we first explain the relationship between \(E \in \mathbb{R}^{m \times n}\) and \(\alpha \in \mathbb{R}^{q \times 1}\). Specifically, the vector \(Ex\) must be represented in terms of \(\alpha\). This is accomplished by defining a matrix \(X \in \mathbb{R}^{m \times q}\) such that

\[(2.1) \quad X\alpha = Ex.\]

The elements of \(X\) consist of the elements of \(x \in \mathbb{R}^{n \times 1}\), with suitable repetition, giving \(X\) a special structure. The number of nonzero elements in both \(E\) and \(X\) will be equal, so that if \(E\) is sparse, \(X\) will also be sparse. Furthermore, if the nonzero elements \(\alpha_k, k = 1, \ldots, q\), of \(E\) are properly ordered, then \(X\) will have a similar structure to \(E\); for example, if \(E\) is a Toeplitz matrix, then \(X\) will also be a Toeplitz matrix. The construction of \(X\) from \(E\) is described in §3.

The minimization required by (1.2) is done by using a linear approximation to \(r(\alpha, x)\). Let \(\Delta x\) represent a small change in \(x\), and \(\Delta E\) represent a small change in the variable elements of \(E\). From (2.1), we have

\[(2.2) \quad X\Delta \alpha = (\Delta E)x,\]

where \(\Delta \alpha\) represents the corresponding small change in the elements of \(\alpha\). Then, neglecting the second-order terms in \(\|\Delta \alpha\|\) and \(\|\Delta x\|\),

\[(2.3) \quad r(\alpha + \Delta \alpha, x + \Delta x) = b - (A + E)x - X\Delta \alpha - (A + E)\Delta x = r(\alpha, x) - X\Delta \alpha - (A + E)\Delta x.\]

The linearization of (1.2) now becomes

\[(2.4) \quad \min_{\Delta \alpha, \Delta x} \left\| \begin{bmatrix} X & A + E \\ D & 0 \end{bmatrix} \begin{bmatrix} \Delta \alpha \\ \Delta x \end{bmatrix} + \begin{bmatrix} -r \\ D\alpha \end{bmatrix} \right\|_p.\]

To start the iterative algorithm, the initial values of \(E = 0\) and the least norm value of \(x = x_{ln}\) are used, where \(x_{ln}\) is given by

\[(2.5) \quad \min_{x} \|b - Ax\|_p.\]

Note that the initial \(x\) for \(p = 2\) is the solution to the corresponding least squares problem.

The STLN algorithm is summarized in Algorithm STLN. The computational method by which Step 2(a) is carried out depends on the value of \(p\). For \(p = 2\), the corresponding least squares problem is solved efficiently by a QR factorization of the matrix

\[(2.6) \quad M = \begin{bmatrix} X & A + E \\ D & 0 \end{bmatrix}.\]
ALGORITHM STLN

Input – A Structured Total Least Norm problem (1.2), with specified matrices $A$, $D$, vector $b$, and tolerance $\epsilon$.

Output – Affine structured error matrix $E$, vector $x$, and STLN error.

Begin

1. Set $E = 0$, $\alpha = 0$, compute $x$ from (2.5) and $X$ from $x$, and set $r = b - Ax$.

2. repeat

(a) minimize $\Delta x, \Delta \alpha \left\| \begin{bmatrix} X & A + E \\ D & 0 \end{bmatrix} \begin{bmatrix} \Delta \alpha \\ \Delta x \end{bmatrix} + \begin{bmatrix} -r \\ D \alpha \end{bmatrix} \right\|_p$.

(b) Set $x := x + \Delta x$, $\alpha := \alpha + \Delta \alpha$.

(c) Construct $E$ from $\Delta x$, and $X$ from $x$. Compute $r = b - (A + E)x$.

until ($\|\Delta x\|, \|\Delta \alpha\| \leq \epsilon$)

End

when $A + E$ has full column rank, since $M$ has full column rank in this case. In some applications, the right-hand side vector is structured as well. For example, in linear prediction, either $[A \mid b]$ or $[b \mid A]$ follows the Toeplitz or Hankel structure. In §6, we also show how the STLN algorithm can be modified to handle this situation. For $p = 1$, or $p = \infty$, Step 2(a) is solved as a linear program which takes advantage of the special structure of $M$ (see §5). Since the matrix $X$ has a special structure like $A + E$, the matrix $M$ is also highly structured. To make Algorithm STLN efficient, it will be important to take advantage of the structure of $M$ each time Step 2a is solved.

For example, it is shown in [12] how a fast triangularization of $M$ can be carried out when $A$ is Toeplitz.

A theoretical justification for the STLN algorithm for $p = 2$ is presented in §4, and its computational performance is illustrated in §7. In the next section the construction of the matrix $X$, given the structure of $E$, is described.

3. Construction of matrix $X$. The matrix $E$ is specified by those elements of $A$ which may be subject to error. Each different nonzero element of $E$ corresponds to one of the $\alpha_k$, $k = 1, \ldots, q$, where the vector $\alpha = (\alpha_1 \cdots \alpha_q)^T$ represents $q (\leq mn)$ elements of $A$ which are subject to error. The order in which the $\alpha_k$ are numbered will affect the structure of the matrix $X$, but for any specified ordering, the structure of $X$ is uniquely determined.

The construction of $X$ (starting with a zero matrix) is carried out according to the following rule.

If $\alpha_k$ is the $(i,j)$th element of $E$, then $x_j$ is the $(i,k)$th element of $X$, where $i = 1, \ldots, m$, $j = 1, \ldots, n$, and $k = 1, \ldots, q$.

For example, when

$$E = \begin{pmatrix} \alpha_2 & \alpha_1 & 0 \\ \alpha_3 & \alpha_2 & \alpha_1 \\ \alpha_4 & \alpha_3 & \alpha_2 \\ 0 & \alpha_4 & \alpha_3 \end{pmatrix},$$

we have

$$X = \begin{pmatrix} x_2 & x_1 & 0 & 0 \\ x_3 & x_2 & x_1 & 0 \\ 0 & x_3 & x_2 & x_1 \\ 0 & 0 & x_3 & x_2 \end{pmatrix}$$

with $\alpha = \begin{pmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \\ \alpha_4 \end{pmatrix}$,

where only four diagonals of the Toeplitz matrix $E$ are subject to error. For the sparse
matrix

\[
E = \begin{pmatrix}
0 & \alpha_1 & \alpha_2 \\
0 & \alpha_3 & 0 \\
\alpha_4 & 0 & \alpha_3 \\
\alpha_4 & \alpha_2 & 0
\end{pmatrix}, \quad \text{we have } X = \begin{pmatrix}
x_2 & x_3 & 0 & 0 & 0 \\
0 & 0 & x_2 & 0 & 0 \\
0 & 0 & x_3 & x_1 & 0 \\
0 & 0 & 0 & 0 & x_3 \\
0 & x_2 & 0 & x_1 & 0
\end{pmatrix} \quad \text{with } \alpha = \begin{pmatrix}
\alpha_1 \\
\alpha_2 \\
\alpha_3 \\
\alpha_4 \\
\alpha_5
\end{pmatrix},
\]

where only nonzero elements of \(E\) are subject to error and the elements denoted with the same \(\alpha_i\) are to be perturbed to have the same values.

It is also useful to define \((q \times n)\) matrices \(P_i, i = 1, \ldots, m,\) as follows.

If \(\alpha_k\) is the \((i,j)\)th element of \(E\), then the \((k,j)\)th element of \(P_i\) is one. All elements of \(P_i\) not equal to one are zero.

Note that at most one element of any column of \(P_i\) is a one, and many columns of \(P_i\) may consist of all zeros. See §7 for some numerical examples.

With these definitions of the matrices \(X\) and \(P_i\), it is easy to show that:

\[
E = \begin{bmatrix}
\alpha^T P_1 \\
\alpha^T P_2 \\
\vdots \\
\alpha^T P_m
\end{bmatrix} \quad \text{and } \quad X = \begin{bmatrix}
x^T P_1^T \\
x^T P_2^T \\
\vdots \\
x^T P_m^T
\end{bmatrix}.
\]

The relation (2.1) follows directly from (3.1).

4. STLN optimality conditions and Newton’s method. We now consider the two-norm case \((p = 2)\) in more detail, since it has special properties that make a more complete theoretical analysis possible. For \(p = 2\), the STLN problem (1.2) can be stated in terms of minimizing the differentiable function

\[
\varphi(\alpha, x) = \frac{1}{2} \|r(\alpha, x)\|_2^2 + \frac{1}{2} \|D\alpha\|_2^2 = \frac{1}{2} r^T r + \frac{1}{2} \alpha^T D^2 \alpha,
\]

where \(r = b - (A + E)x\).

The first-order optimality conditions for a local optimum of \(\varphi(\alpha, x)\) are the vanishing of the gradients \(\nabla_\alpha \varphi\) and \(\nabla_x \varphi\). Using the relations presented in the previous section these conditions become

\[
\begin{align*}
\nabla_\alpha \varphi &= -X^T r + D^2 \alpha = 0, \\
\nabla_x \varphi &= -(A + E)^T r = 0.
\end{align*}
\]

Now consider the least-squares solution of the \((m + q)\) equations in Step 2(a) of Algorithm STLN. The corresponding normal equations are

\[
M^T M \begin{pmatrix}
\Delta \alpha \\
\Delta x
\end{pmatrix} = M^T \begin{pmatrix}
r \\
-D \alpha
\end{pmatrix} = - \begin{pmatrix}
\nabla_\alpha \varphi \\
\nabla_x \varphi
\end{pmatrix},
\]

where the last equality follows directly from (4.2).

When the matrix \(M\) has full rank, the matrix \(M^T M\) is positive definite, and (4.3) always has a unique solution for \((\Delta \alpha^T, \Delta x^T)\). This vector will be zero if, and only if, the right-hand side of (4.3) vanishes. This means that convergence of Algorithm
STLN (i.e., $(\Delta \alpha^T, \Delta x^T) \approx 0$) is equivalent to satisfying the optimality conditions (4.2).

We now show that Step 2(a) of Algorithm STLN is essentially Newton’s method applied to the gradient of $\varphi(\alpha, x)$. To simplify notation, let $y^T = (\alpha^T, x^T)$, $\varphi(y) = \varphi(\alpha, x)$, and

$$\nabla \varphi(y) = \begin{pmatrix} \nabla_{\alpha} \varphi(\alpha, x) \\ \nabla_{x} \varphi(\alpha, x) \end{pmatrix}. $$

Let $H(y)$ be the Hessian of $\varphi(y)$. We wish to find $y^*$, such that $\nabla \varphi(y^*) = 0$.

An iteration of Newton’s method to do this is given by

$$H(y) \Delta y = -\nabla \varphi(y), \quad y := y + \Delta y. \tag{4.4}$$

For $H(y)$ positive definite, and an initial $y$ sufficiently close to $y^*$, this Newton’s method will converge to $y^*$ at a second-order rate. See, for example, Theorem 3.1.1 in [5].

To show the relationship between Step 2(a) of Algorithm STLN and (4.4) we note that the right-hand sides of (4.3) and (4.4) are identical. Furthermore, it can be shown, using the relations in §3, that

$$H(y) = M^T M - \begin{pmatrix} 0 & P(r) \\ P^T(r) & 0 \end{pmatrix}, \tag{4.5}$$

where

$$P(r) = \sum_{i=1}^{m} r_i P_i$$

is a matrix with norm $0(||r||)$.

Thus Step 2(a) is, in effect, a Gauss–Newton method that uses $M^T M$ as a positive definite approximation to $H(y)$ (see, for example, §6.1 in [5]). Computational experience with the STLN algorithm (§7) demonstrates that this is an effective strategy for this type of problem.

The differentiable function $\varphi(\alpha, x)$ we wish to minimize for $p = 2$ is not a convex function of $(\alpha, x)$. Therefore, there is no guarantee that a point satisfying the first-order optimality conditions (4.2) is a global minimum. In fact, it could be any stationary point of $\varphi(\alpha, x)$. In general, the Gauss–Newton method will converge to the closest local minimum when the residual $r(\alpha, x)$ is sufficiently small [5]. When there is no structure imposed on $E$, the STLN formulation (1.2) is equivalent to the TLS problem (1.1). In our preliminary test results, we have observed that the solution produced by the STLN was always the same as that from the TLS, when no structure is imposed on $E$. However, there is no theoretical guarantee that Algorithm STLN will produce the global minimum solution that the TLS via the SVD produces. We do not propose Algorithm STLN for solving unstructured problems since the computational complexity will be high due to the large number of elements in $\alpha$, which will be $mn$.

In many applications, the minimum residual is zero or very small when we have the exact data, and the global minimum value of $\alpha$ will be of the order of the noise in the matrix $A$. Therefore, the initial value $\alpha = 0$ is close to the global minimum value
and convergence to the global minimum can often be expected. Our computational results confirm this expectation (see §7).

The function being minimized by the STLN (given by (1.2)) for \( p = 1, \infty \), is not differentiable, so the Gauss–Newton theory does not apply. Theoretical results on the convergence of the STLN algorithm for \( p = 1, \infty \), are not known at this point, but are the subject of our continuing research.

5. STLN for \( p = 1 \) and \( p = \infty \). For \( p = 1 \) or \( \infty \), Step 2(a) is solved as a linear program (LP). To illustrate this, the linear programming for \( p = \infty \) is now summarized. The formulation for \( p = 1 \) is similar.

A scalar \( \sigma \) representing the maximum norm is introduced, and the corresponding linear program is then given by

\[
\begin{align*}
\text{minimize} & \quad \sigma \\
\text{subject to} & \quad -\sigma e_m \leq X \Delta \alpha + (A + E) \Delta x - r \leq \sigma e_m, \\
& \quad -\sigma e_q \leq D \Delta \alpha + D \alpha \leq \sigma e_q,
\end{align*}
\]

where \( e_k \in \mathbb{R}^{k \times 1} \) is the vector with every element equal to one. Note that a feasible solution to this problem is easily given \( (\Delta \alpha = 0, \Delta x = 0, \sigma \text{ sufficiently large}) \), and since \( \sigma \geq 0 \), an optimal solution always exists. In this form the problem has more inequality constraints, \( 2(m + q) \), than variables, \( n + q + 1 \), so it is more efficient to consider (5.1) as the dual problem, and solve the equivalent primal.

The equivalent primal is

\[
\begin{align*}
\text{minimize} & \quad r^T y(1) + \alpha^T Dy(2) - r^T y(3) - \alpha^T Dy(4) \\
\text{subject to} & \quad \begin{bmatrix}
    M^T & -M^T \\
    e^T_{m+q} & e^T_{m+q}
\end{bmatrix}
\begin{pmatrix}
    y(1) \\
    y(2) \\
    y(3) \\
    y(4)
\end{pmatrix}
= \begin{pmatrix}
    0 \\
    0 \\
    : \\
    0 \\
    1
\end{pmatrix}.
\end{align*}
\]

The optimal solution and basis to (5.2) immediately gives the optimal dual vector \( (\Delta \alpha, \Delta x, \sigma) \). Any available LP package (Simplex or Interior) can be used to solve (5.2); however, it should be possible to use the special structure of \( M \) to solve (5.2) more efficiently. Another aspect of (5.2) that can be used to advantage is that only relatively small changes occur in the cost vector coefficients and the matrix \( M \) at each iteration of the STLN algorithm. Therefore the previous basis will often be optimal, or almost optimal, after the initial LP solution. An additional benefit obtained from the primal-dual relationship is information about the sensitivity of the STLN solution to changes in the data. Properly interpreted, the primal variables (elements of the vectors \( y^{(i)} \)) are measures of the change in the value of the minimum norm as a result of changes in the problem data.

It should also be noted that by the addition of one row and two columns to (5.2) a specified bound \( \delta \) can be imposed, so that

\[
\|D\alpha\|_{\infty} \leq \delta.
\]

With this addition, the original STLN problem (1.2), with \( p = \infty \), is modified so that \( \alpha \) is limited to values satisfying (5.3). This restriction may be important in some applications; for example, if it is known that the errors in \( A \) cannot exceed some
specified bounds. For the limiting case of \( \delta = 0 \), the solution to (1.2) and (5.3) will give the least norm solution (2.5) for \( p = \infty \), while for sufficiently large \( \delta \) it will give the \( \text{STLN}_\infty \) solution to (1.2). For small values of \( \delta \), the solutions to (1.2) and (5.3) may differ significantly from the \( \text{STLN}_\infty \) solution. Similar bounds can readily be imposed in the \( L_1 \) norm case.

6. STLN for structured vector \( b \). In many applications, the structure is imposed not only on the data matrix \( A \) but also on the right-hand side vector \( b \) or even on \([A | b]\). For example, in the least squares linear prediction problem, we need to solve

\[
\min_x \|Ax - b\|_2,
\]

where \( A \in \mathbb{R}^{m \times n} \) is a Toeplitz matrix with \( m \geq n \) and the right-hand side vector \( b \) follows the pattern of \( A \), so that either \([A | b]\) is Toeplitz in backward prediction or \([b | A]\) is Toeplitz in forward prediction. For details on the least squares linear prediction problem, see [9]. In this section, we show how to modify Algorithm STLN so that it can treat possible errors in some (or all) elements of \( b \) in the same manner as errors in \( A \) are treated. We will discuss the Toeplitz structure in detail since it appears in numerous applications in signal processing, image processing, and system identification [1], [4], [9], [15]. The results presented in this section on Toeplitz structure apply to Hankel structure in a straightforward manner, since Hankel structure can be transformed to Toeplitz structure via permutations.

We introduce a vector representing possible errors in selected elements of \( b \). This is similar to \( \alpha \) representing errors in \( A \). Suppose different errors can occur in \( q_2 \) ( \( \leq m \) ) elements of \( b \), specifically, in the elements \( b_{qj}, j = 1, \ldots, q_2 \). The error vector \( \beta \in \mathbb{R}^{q_2 \times 1} \) represents the error in \( b_{qj}, j = 1, \ldots, q_2 \). The relation between \( \beta \) and \( b \) is given by a matrix \( P_0 \in \mathbb{R}^{m \times q_2} \), so that error in \( b \) is the same as \( P_0 \beta \). The matrix \( P_0 \) consists of only zeros and ones: the element \( P_{0j} \) of \( P_0 \) is one if \( \beta_j \) is the error in \( b_j \); otherwise, it is zero. Note that every column of \( P_0 \) contains exactly one nonzero element.

Initially, \( E, \alpha \) and \( \beta \) are all zero, and the new residual \( \hat{r} = r = b - Ax \). In general,

\[
\hat{r} = \hat{r}(\alpha, \beta, x) = (b + P_0 \beta) - (A + E)x = b - (Ax + X\alpha) + P_0 \beta = r + P_0 \beta.
\]

In ideal situations, we can impose the requirement that \( \hat{r} = 0 \) since \( P_0 \beta \) can play the role of the residual vector \( r = \hat{r} - P_0 \beta = b - (A + E)x \). However, this may not always be possible, due to the special structure that is imposed on \( E \) and \( P_0 \beta \).

When the structures imposed on \( E \) and \( P_0 \beta \) are such that \( \hat{r} \) can be zero, the STLN solution that preserves the structure in \( b \) can be stated as

\[
\min_{\hat{r}=0, \alpha, \beta, x} \left\| \begin{pmatrix} \hat{r}(\alpha, \beta, x) \\ D_1 \alpha \\ D_2 \beta \end{pmatrix} \right\|_p
\]

for some diagonal matrices \( D_1 \) and \( D_2 \). This constrained minimization problem can be restated in different ways. We use the weighting method for the equality constrained least squares problems that transforms (6.2) into an unconstrained problem

\[
\min_{\alpha, \beta, x} \left\| \begin{pmatrix} \omega \hat{r}(\alpha, \beta, x) \\ D_1 \alpha \\ D_2 \beta \end{pmatrix} \right\|_p,
\]
ALGORITHM STLNB

Input – A Structured Total Least Norm problem (1.2), with specified matrices $A$, $D$, $P_0$, vector $b$, and tolerance $\epsilon$.

Output – Error matrix $E$ and error vector $\beta$ with the given affine structure in $[E \mid P_0\beta]$ vector $x$, and STLN error.

Begin

1. Choose a large number $w$.

Set $E = 0$, $\alpha = 0$, $\beta = 0$, compute $x$ from (2.5) and $X$ from $x$, and set $\hat{r} = b - Ax$.

2. repeat

(a) minimize

$$\begin{bmatrix}
\omega X & -\omega P_0 & \omega(A + E) \\
D_1 & 0 & 0 \\
0 & D_2 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta \alpha \\
\Delta \beta \\
\Delta x
\end{bmatrix}
+ \begin{bmatrix}
-\omega \hat{r} \\
D_1 \alpha \\
D_2 \beta
\end{bmatrix}
$$

(b) Set $x := x + \Delta x$, $\alpha := \alpha + \Delta \alpha$, $\beta := \beta + \Delta \beta$.

(c) Construct $E$ from $\alpha$, and $X$ from $x$. Compute $\hat{r} = (b + P_0\beta) - (A + E)x$.

until $(\|\Delta x\|, \|\Delta \alpha\|, \|\Delta \beta\| < \epsilon)$

End

where $\omega$ is a large number [2], [16]. It can be shown that for $p = 2$ when $\omega$ approaches infinity, the solution for (6.3) converges to the solution for (6.2) when the constraint $\hat{r} = 0$ can be satisfied [2], [8], [16]. Thus, by using a large weight $\omega$, we can obtain a good approximation for the solution for (6.2) by solving the unconstrained problem (6.3). For possible numerical problems associated with large $\omega$, see [2], [16].

The algorithm is summarized in Algorithm STLNB. When there is no structure imposed on $b$, we can simply choose $\beta \in \mathbb{R}^{m \times 1}$ to represent the perturbation on all the elements of $b$, and $P_0 = I$ accordingly. Therefore, Algorithm STLNB can handle the problems that can be solved by Algorithm STLN, although Algorithm STLN will be more efficient when there is no structure on $b$.

For the linear prediction, where $[A \mid b]$ or $[b \mid A]$ is Toeplitz and all the diagonals are subject to error, it is always possible to find a Toeplitz perturbation $[E \mid P_0\beta]$ such that

$$b + P_0\beta \in \text{Range}(A + E).$$

Therefore, $\hat{r}$ will become zero when the solution is obtained. Also, we can reformulate (6.2) into (6.3).

We will discuss the backward prediction only since the same results hold with forward prediction as well. When we need to impose Toeplitz structure on $[A \mid b]$, Step 2(a) of Algorithm STLNB can be further simplified since perturbation in $b$ can be represented using the perturbation in $A$, except for its first component. Specifically, if $E$ is a Toeplitz matrix with its first column $[\alpha_n \cdots \alpha_{n+m-1}]^T$ and its first row $[\alpha_1 \cdots \alpha_2 \alpha_1]$, i.e.,

$$E = \text{Toeplitz}([\alpha_n \cdots \alpha_{n+m-1}]^T, [\alpha_n \cdots \alpha_2 \alpha_1]) \text{ with } \alpha = [\alpha_1 \alpha_2 \cdots \alpha_n \cdots \alpha_{n+m-1}]^T,$$

$P_0 = I$ with $\beta = [\beta_1 \beta_2 \cdots \beta_m]^T$,

then since $\beta_i = \alpha_{i-1}$, $i = 2, \ldots, m$, we have

$$\beta = \beta_1 \hat{e} + \hat{P}_0 \alpha,$$
where
\[ \hat{P}_0 = \begin{pmatrix} 0_{1 \times (m-1)} & 0_{1 \times n} \\ I_{(m-1) \times (m-1)} & 0_{(m-1) \times n} \end{pmatrix} \in \mathbb{R}^{m \times (m+n-1)} \text{ and } \hat{e} = (1 \ 0 \ \cdots \ 0)^T \in \mathbb{R}^{m \times 1}. \]

From (6.4) and
\[ X \Delta \alpha - P_0 \Delta \beta + (A + E) \Delta x = (X - P_0) \Delta \alpha + (A + E) \Delta x - \Delta \beta_1 \hat{e}, \]

Step 2(a) of Algorithm STLNB is simplified to
\[ \minimize_{\Delta \alpha, \Delta \beta_1, \Delta x} \left| \begin{pmatrix} \omega(X - \hat{P}_0) & -\omega \hat{e} & \omega(A + E) \\ D & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} \Delta \alpha \\ \Delta \beta_1 \\ \Delta x \end{pmatrix} + \begin{pmatrix} -\omega \hat{r}(\alpha, \beta_1, x) \\ D\alpha \\ \beta_1 \end{pmatrix} \right|_p, \]
where \( D^2 = \text{diag}(2, 3, \ldots, n + 1, n + 1, \ldots, 3, 2, 1) \in \mathbb{R}^{(m+n-1) \times (m+n-1)}, \) when all \( m+n-1 \) diagonals of \( A \) are different and subject to error. Then in Step 2(b), \( \beta \) is modified so that \( \beta_i = \alpha_{i-1} \) for \( i = 2, \ldots, m \) and \( \beta_1 := \beta_1 + \Delta \beta_1. \)

7. Computational results. The STLN algorithm has been implemented in MATLAB in order to investigate its computational performance. Each program for a different norm is denoted with the suffix \( p \) as STLNp with \( p = 1, 2, \infty. \) The computational testing has included over 200 relatively small problems with \( m \leq 25 \) and \( n \leq 21. \) In all cases, \( A \) has full rank. These computational tests represent a preliminary study of the effect of structure, initial choice of \( x, \) and the magnitude of the minimum norm on the algorithm’s behavior.

7.1. Convergence of STLN algorithm. The numerical results obtained were consistent in showing that for each problem the STLN algorithm converged rapidly to a minimum solution for the problem. Since the function being minimized (as given by (1.2)) is not convex, there is no guarantee of convergence to a global minimum (for \( p = 2, \) convergence to a local minimum is discussed in §4). Typically, the STLN algorithm starts with \( x \) as given by (2.5). Other initial values of \( x \) were also used in some cases in order to test the convergence. In every such case, the algorithm converged to a minimum value that was independent of the initial \( x. \) As a further confirmation, the Hessian matrix \( H(y), \) as given by (4.5), was computed when the algorithm terminated, and was always found to be positive definite.

The convergence rate appears to be independent of problem size (over the range studied), but does depend on the size of the minimum norm. Specifically, a smaller minimum norm results in faster convergence. To illustrate the convergence, the results for two different problems will be summarized. These will be denoted as Problem I and Problem II which are defined as follows.

Problem I.

\[ m = 6, \ n = 4, \ q = 4. \]

Matrix \( A = \text{Toeplitz(col, row)} : \]
\[ \text{col} = [ -3 \ 7 \ 10 \ -1 \ 0 \ 0 ]^T, \ \text{row} = [ -3 \ 0 \ 0 \ 0 ], \]

Matrix \( E = \text{Toeplitz(col, row)} : \]
\[ \text{col} = [ \alpha_1 \ \alpha_2 \ \alpha_3 \ \alpha_4 \ 0 \ 0 ]^T, \ \text{row} = [ \alpha_1 \ 0 \ 0 \ 0 ], \]

Two values of \( b \) were used:
\[ b^{(1)} = [ -12 \ 25 \ 62 \ -59 \ 16 \ 100 ]^T, \]
\[ b^{(2)} = [ -12 \ 25 \ 62 \ -59 \ 9 \ 122 ]^T. \]
Table 7.1
Minimum norms and \( x \) for Problem I.

<table>
<thead>
<tr>
<th>( n \text{orm} )</th>
<th>( \text{LS} )</th>
<th>( \text{TLS} )</th>
<th>( \text{STLN}^2 )</th>
<th>( \text{STLN}^\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r\text{norm} )</td>
<td>( 8.23 \times 10^{-1} )</td>
<td>( 6.14 \times 10^{-1} )</td>
<td>( 2.20 \times 10^{-2} )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( \text{Enorm} )</td>
<td>( 0 )</td>
<td>( 7.08 \times 10^{-2} )</td>
<td>( 1.09 \times 10^{-1} )</td>
<td>( 7.24 \times 10^{-2} )</td>
</tr>
<tr>
<td>( \text{Tnorm} )</td>
<td>( 8.23 \times 10^{-1} )</td>
<td>( 7.11 \times 10^{-2} )</td>
<td>( 1.11 \times 10^{-1} )</td>
<td>( 7.24 \times 10^{-2} )</td>
</tr>
</tbody>
</table>

| \( x_1 \) | 4.0292 | 4.0292 | 3.9638 | 3.9652 |
| \( x_2 \) | 0.9056 | 0.9058 | 1.0000 | 1.0058 |
| \( x_3 \) | -5.0122 | -5.0126 | -5.1025 | -5.1289 |
| \( x_4 \) | 9.5310 | 9.5314 | 9.5596 | 9.5937 |

\[ b(1) \]

<table>
<thead>
<tr>
<th>( n \text{orm} )</th>
<th>( \text{LS} )</th>
<th>( \text{TLS} )</th>
<th>( \text{STLN}^2 )</th>
<th>( \text{STLN}^\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r\text{norm} )</td>
<td>( 10.445 )</td>
<td>( 5.72 \times 10^{-2} )</td>
<td>( 5.359 \times 10^{-1} )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( \text{Enorm} )</td>
<td>( 0 )</td>
<td>( 7.72 \times 10^{-1} )</td>
<td>( 1.432 )</td>
<td>( 1.136 )</td>
</tr>
<tr>
<td>( \text{Tnorm} )</td>
<td>( 10.445 )</td>
<td>( 7.74 \times 10^{-1} )</td>
<td>( 1.529 )</td>
<td>( 1.136 )</td>
</tr>
</tbody>
</table>

| \( x_1 \) | 3.4739 | 3.4650 | 4.3948 | 4.2865 |
| \( x_2 \) | 1.7889 | 1.8252 | 0.2927 | 0.0489 |
| \( x_3 \) | -6.3357 | -6.3864 | -5.0594 | -4.994 |
| \( x_4 \) | 11.157 | 11.221 | 10.924 | 11.017 |

\[ b(2) \]

Problem II.

\( m = 9, n = 6, q = 4 \).

Matrix \( A = \text{Toeplitz} (\text{col, row}) \):

\[
\begin{bmatrix}
3 & -1 & -6 & 2 & 5 & 0 & -8 & -7 & 1 \\
3 & -6 & 2 & 0 & 8 & -4 & 0 & 0 & 0
\end{bmatrix}^T,
\]

Matrix \( E = \text{Toeplitz} (\text{col, row}) \):

\[
\begin{bmatrix}
\alpha_3 & \alpha_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_3 & \alpha_2 & \alpha_1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}^T,
\]

\[
b = \begin{bmatrix} 62 & 62 & 5 & 22 & -65 & -60 & -10 & 86 & 101 \end{bmatrix}^T.
\]

Note that in Problem I the matrix \( E \) has the same nonzero diagonal patterns as \( A \), whereas in Problem II, \( E \) has only four nonzero diagonals. This means that in Problem II, only those four diagonals of the Toeplitz matrix \( A + E \) can change. Also as shown in Table 7.1, the vector \( b(1) \) is more closely approximated by the columns of \( A \) than is the case for \( b(2) \).

To illustrate the structure of the matrices \( P_i, i = 1, \ldots, m \), the matrices \( P_1 \) and \( P_2 \) for Problem II are now given:

\[
P_1 = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
P_2 = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}.
\]

The following solutions were obtained for these problems:

- Least squares (LS),
- Total least squares (TLS),
- Structured total least norm (STLN), for \( p = 2 \) and \( p = 1, \infty \).

The LS and TLS solutions were obtained with MATLAB using the QR decomposition and the SVD, respectively. The STLN solutions were obtained using Algorithm STLN given in §2.
For \( p = 2 \), Step 2(a) of the algorithm computes an LS solution. For \( p = \infty \), Step 2(a) is essentially the solution of the LP (5.2) in §5. The computed results for Problem I, using these different approaches, are summarized in Figs. 7.1 and 7.2 and Table 7.1.

Figure 7.1(a) shows the convergence of the STLN algorithm to the minimum value of the total norm (TN), as given by (1.2). This minimum value computed from the STLN algorithm is the STLN. Figure 7.1(a) shows the value of the TNerr at each iteration of the STLN algorithm, where

\[
(7.1) \quad \text{TNerr} = \text{TN} - \text{STLN}.
\]

The convergence (using \( p = 2 \)) is shown for four different cases: Problem Ib_1 (Problem I, with \( b = b^{(1)} \)), Problem Ib_2 (Problem I, with \( b = b^{(2)} \)), and Problem II with two different initial values of \( x \). The initial value \( \alpha = 0 \) was used for all cases. These results show convergence in three iterations to \( \text{TNerr} \leq 5 \times 10^{-7} \), for both Problems Ib_1 and II, even when the initial TNerr is very large (~ 100). The large initial value of TNerr is obtained by using an initial value of \( x \) very different from its converged value. The smaller initial TNerr shown for Problem II was obtained by using \( x = x_{ls} \) as the initial value, where \( x_{ls} \) is the LS solution.

Convergence for Problem Ib_2 is seen to be significantly slower, with four iterations needed to obtain \( \text{TNerr} \approx 10^{-4} \), from an initial TNerr \( \approx 10^{3} \). Essentially the same convergence rate was obtained for Problem Ib_2, starting with an initial TNerr \( \approx 10 \), obtained with \( x = x_{ls} \). To avoid complicating the figure, this last case is not included in Fig. 7.1(a).
In order to understand these convergence results, it is important to note that both the STLN and the minimum residual norm are at least ten times greater for Problem Ib$_2$ than they are for Problem Ib$_1$. These values are given in Table 7.1, to be discussed shortly.

A closely related aspect of the convergence of the STLN algorithm is given in Fig. 7.1(b), which shows the rate of decrease of the step size with iteration number. For the purposes of this graph the maximum step size (MaxSS) is defined as

\[
\text{MaxSS} = \max\{\|\Delta \alpha\|_\infty, \|\Delta x\|_\infty\},
\]

and is shown as a function of the iteration number. This is a more sensitive measure of convergence, since small changes in $\alpha$ and $x$ may continue even when $\text{TNerr}$ is very small. This is most likely to occur when the minimum of $\text{TN}$ is very flat.

The results for a total of six cases are presented in Fig. 7.1(b). These results include the four cases shown in Fig. 7.1(a) and, in addition, Problem Ib$_1$, with the initial value of $x = x_{i1}$, and Problem Ib$_1$, using the $L_\infty$ norm with an initial value of $x$ given by (2.5) with $p = \infty$. The results shown in Fig. 7.1 are typical of all the problems solved by the STLN algorithm. For all the problems we tested, the STLN algorithm converges to the global minimum from the chosen initial value of $x$, and the convergence rate is independent of the norm used (note that the data for Problems Ib$_1$ ($p = 2$ and $p = \infty$) and II all lie on the lowest curve of Fig. 7.1(b)). The convergence rate is second order for small residual problems, and apparently superlinear for larger residual problems (compare Problems Ib$_1$ and Ib$_2$). The minimum norm for all problems tested (except Ib$_2$) was similar to that in Ib$_1$ and II, and all these problems converged in, at most, six iterations.

These computational results are consistent with the analysis given in §4. The dependence of the convergence rate on the residual minimum norm is clearly shown by reference to Table 7.1, to be discussed below. A more complete understanding of this dependence requires further investigation, both theoretical and computational.

### 7.2. Comparison of STLN with LS and TLS

A direct comparison of the STLN ($p = 2$) solution with the TLS solution, for Problem II, is shown in Fig. 7.2. For this problem the matrix $E$ is Toeplitz, with only four nonzero diagonals. The computed matrix $E$ is shown for the TLS solution and the STLN solution. As expected for the TLS solution, all elements of $E$ are nonzero, and it does not have a Toeplitz structure. That is, the TLS solution allows all elements of the matrix $A$ to change. This is in contrast to the STLN solution where only the four designated diagonals are allowed to change, so that $A + E$ preserves the original Toeplitz structure of $A$.

Finally, the computed norms for Problems Ib$_1$, Ib$_2$, and the corresponding $x$ vectors are given in Table 7.1. This table compares the minimum norm solutions obtained by LS, where $E = 0$; by TLS, where all elements of $E$ can change; and by the STLN algorithm (for both $p = 2$ and $p = \infty$), where only the specified elements of $E$ can change. For each case, the following three norms are tabulated:

\[
\text{rnorm} = \|r\|_p, \\
\text{Enorm} = \|D\alpha\|_p, \quad \text{and} \\
\text{Tnorm} = \left\| \begin{pmatrix} r \\ D\alpha \end{pmatrix} \right\|_p.
\]

It should be noted that for each problem the Tnorm satisfies the inequality

\[
\text{TLS} \leq \text{STLN2} \leq \text{LS}.
\]
This is the expected result, since TLS is unconstrained (all elements of $E$ can change), STLN is partially constrained (only specified elements of $E$ can change), and LS is completely constrained ($E = 0$). Also, the minimum residual for Problem $I_{b2}$ is at least ten times greater than it is for Problems $I_{b1}$ and II, which seems to be the significant property affecting the convergence rate.

In addition to the computational convergence of the STLN algorithm, the properties of the solution obtained were investigated. In particular, the vector $x$ and error matrix $E$ obtained were compared for LS, TLS, and STLNP, for $p = 1, 2, \infty$. There are a number of ways in which this comparison can be made. The comparison used is based on the assumption that there exists a “correct” structured matrix $A_c$ and vector $b_c$, such that

$$A_c x_c = b_c$$

for some “correct” vector $x_c$. In other words, error-free values exist such that the overdetermined system has a solution $x_c$, with zero residual. The actual data contains noise so that a perturbed (but structure preserving) matrix $A_p$ and vector $b_p$ are known. The objective is to get the “best” solution $x_p$ to the perturbed system $A_p x \approx b_p$ and, to the extent possible, reconstruct the matrix $A_c$ and vector $b_c$ from the noisy data. Specifically, the error matrix $E$ and residual vector $r$ are computed so that

$$(A_p + E) x_p = b_p - r.$$ 

This is done by minimizing the appropriate norm of $E$ and $r$.

The test problems are constructed so that $A_c$, $b_c$, and $x_c$ are known. Then random perturbations are generated to give $A_p$ and $b_p$, so that $A_p$ and $b_p$ preserve the same structure as $A_c$ and $b_c$. The matrix $E$ and $r$, $x_p$ satisfying (7.6) are then computed via LS, TLS, and STLN.

A comparison of these errors for LS, TLS, and STLN was made for three different types of structured problems.

1. The matrix $A$ and vector $b$ are unstructured, but errors can occur only in certain elements.
TABLE 7.2
Solution accuracy, \( A \) and \( b \) unstructured, \( m = 20, n = 16, q = 4 \).

<table>
<thead>
<tr>
<th>Method</th>
<th>( b_{err} )</th>
<th>( A_{err} )</th>
<th>( x_{err} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>3.3e-4</td>
<td>6.5e-4</td>
<td>1.8e-3</td>
</tr>
<tr>
<td>TLS</td>
<td>2.4e-5</td>
<td>6.5e-4</td>
<td>1.8e-3</td>
</tr>
<tr>
<td>STLN2</td>
<td>2.2e-5</td>
<td>9.7e-5</td>
<td>2.0e-4</td>
</tr>
<tr>
<td>STLN1</td>
<td>2.4e-5</td>
<td>7.6e-5</td>
<td>2.1e-4</td>
</tr>
<tr>
<td>STLN∞</td>
<td>2.6e-5</td>
<td>1.6e-4</td>
<td>3.4e-4</td>
</tr>
</tbody>
</table>

TABLE 7.3
Solution accuracy, \( A \) Toeplitz, \( b \) unstructured, \( m = 11, n = 6, q = 4 \).

<table>
<thead>
<tr>
<th>Method</th>
<th>( b_{err} )</th>
<th>( A_{err} )</th>
<th>( x_{err} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>8.9e-3</td>
<td>1.2e-2</td>
<td>1.5e-2</td>
</tr>
<tr>
<td>TLS</td>
<td>5.3e-4</td>
<td>1.2e-2</td>
<td>1.5e-2</td>
</tr>
<tr>
<td>STLN2</td>
<td>4.3e-4</td>
<td>5.3e-4</td>
<td>7.3e-4</td>
</tr>
<tr>
<td>STLN1</td>
<td>5.5e-4</td>
<td>5.4e-4</td>
<td>3.5e-4</td>
</tr>
<tr>
<td>STLN∞</td>
<td>5.7e-4</td>
<td>5.2e-4</td>
<td>5.9e-4</td>
</tr>
</tbody>
</table>

TABLE 7.4
Solution accuracy, \([ A \mid b \] \) Toeplitz, \( m = 14, n = 4, q = 17 \).

<table>
<thead>
<tr>
<th>Method</th>
<th>( A_{err} )</th>
<th>( x_{err} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>4.4e-3</td>
<td>1.4e-1</td>
</tr>
<tr>
<td>TLS</td>
<td>4.0e-3</td>
<td>2.4e-2</td>
</tr>
<tr>
<td>STLN2</td>
<td>3.8e-3</td>
<td>3.3e-3</td>
</tr>
<tr>
<td>STLN1</td>
<td>2.2e-6</td>
<td>7.2e-6</td>
</tr>
<tr>
<td>STLN∞</td>
<td>4.7e-3</td>
<td>1.3e-1</td>
</tr>
</tbody>
</table>

2. The matrix \( A \) is Toeplitz, with \( b \) unstructured.
3. The matrix \([ A \mid b \] \) is Toeplitz.

To illustrate the comparison obtained with over 200 test problems, a typical case has been selected for each type of structured problem. These typical cases are presented in Tables 7.2, 7.3, and 7.4. The following quantities are tabulated to give the measure of robustness [8]:

\[
\begin{align*}
    b_{pert} &= \|b_p - b_c\|_2 / \|b_c\|_2, \\
    A_{pert} &= \|A_p - A_c\|_F / \|A_c\|_F, \\
    b_{err} &= \|b_p - r - b_c\|_2 / \|b_c\|_2, \\
    A_{err} &= \|A_p + E - A_c\|_F / \|A_c\|_F, \\
    x_{err} &= \|x_p - x_c\|_2 / \|x_c\|_2.
\end{align*}
\]

Table 7.2 gives the comparison for \( A \) and \( b \) unstructured, with all elements of \( b \) and four elements of \( A \) perturbed, and \( m = 20, n = 16, q = 4 \). The values of \( b_{pert} = 2.4e-5 \) and \( A_{pert} = 6.5e-4 \) were used. The matrices \( A_c \) and \( A_p \) are dense, but \( E \) is sparse with only four nonzero elements, for the STLN solutions. The matrix \( E \) is zero for LS and dense for TLS.

Table 7.3 gives the comparison for \( A \) Toeplitz, and \( b \) unstructured, with \( m = 11, n = 6, q = 4 \). The matrices \( A_c \) and \( A_p \) are both Toeplitz, and \( E \) is Toeplitz with four nonzero diagonals for the STLN solutions. The matrix \( E \) is zero for LS and dense for TLS. The values of \( b_{pert} = 5.2e-4 \) and \( A_{pert} = 1.2e-2 \) were used.

Table 7.4 gives the comparison for \([ A \mid b \] \) Toeplitz, with \( m = 14, n = 4, q = 17 \).
The problem presented was selected to illustrate the performance of the STLN algorithm with an outlier in the data. In addition to small random perturbations in each diagonal of $[A \mid b]$, a much larger error was introduced in one of the diagonals. The small random perturbations gave $A_{\text{pert}} = 2.1 \times 10^{-6}$ and the exact data with outlier only gave $A_{\text{pert}} = 5.1 \times 10^{-3}$. The $b_{\text{err}}$ is included in $A_{\text{err}}$ for $[A \mid b]$ Toeplitz. The matrix $E$ is zero for LS and dense for TLS. The most significant result shown in Table 7.4 is that STLN1 is essentially unaffected by the outlier. Note that the STLN\infty solution is affected most by the outlier.

The results presented in Tables 7.2, 7.3, and 7.4 show that the errors in the STLN1 and STLN2 solutions are significantly less than in the LS and TLS solutions. Similar results were obtained for all structured problems of these types tested.

8. Conclusions and future work. A new algorithm has been presented for solving an important class of problems related to TLS. The main new features of this approach are that it preserves the problem structure, and also permits the minimization of error in different norms. Both the theoretical analysis and the computational results show that the STLN algorithm is an efficient computational method for problems with a special structure, or where the number of elements with possible error (in the matrix $A$) is not too large. The ability to minimize the error in norms other than the 2-norm is also important, since we believe this will give more robust solutions in certain cases. When the data are from the complex field, the presented algorithms can be used in a straightforward way for the 2-norm. For the 1-norm and \infty-norm with complex data, the STLN problem will require the solution of a nonlinear programming problem rather than linear programming.

In order to more fully investigate the potential of the STLN formulation and algorithm for a range of applications, a number of areas need further study. Future work on STLN will include computational testing of much larger problems arising in important applications where the matrix $A$ has a special, or sparse structure, and theoretical and computational analysis of the effect of the magnitude of the minimum norm on the convergence rate.
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