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• In-RDBMS Hardware Acceleration of Advanced Analytics
– Authors: 

• Divya Mahajan, Joon Kyung Kim, Jacob Sacks 
• affiliated with Georgia Tech

• Adel Ardalan
• Affiliated with The University of Wisconsin

• Arun Kumar, Hadi Esmaeilzadeh
• Affiliated with university of California

– Areas of focus: 
• Data Base; ML, Hardware Acceleration.  

– Slides based on a presentation by Divya @ PVLDB 
2018 *
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TODAY’S AGENDA

• Background
• Existing work
• Objectives
• Approach
• Experiment
• Resources

3



GT 8803 // Fall 2018

BACKGROUND

• CPU cores are powerful, efficient and supports large list of 
instructions. Today’s state of art CPUs have around 10 cores per 
CPU. CPUs are used by user program through several 
abstractions. CPUs are supporting extremely large number of 
application through the support of large list of instructions and 
software abstractions. They are developed for ‘generic’ use. 
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BACKGROUND
• CPUs are used by user program through several abstractions. Application frameworks, multiple 

programming languages, continers, vertual environments and so on.  
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BACKGROUND

• What is hardware acceleration? 
• If you use any non- CPU hardware that can speed up your 

program, that is hardware acceleration. 
Examples:
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Applications Hardware accelerator

Computer graphics

GPUs are good with ‘some’ operations but can 
have thousands of cores in a single GPU. 
Enables parallel processing. GPUs need CPU to
control them. 

Digital signal processing Digital signal processor
Analog signal processing Analog signal processing
….. …….

Any computing task
Field-programmable gate 
arrays (FPGA)
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BACKGROUND

• Field-programmable gate arrays (FPGA)
• FPGA is an integrated circuit designed to be configured by a 

customer or a designer after manufacturing – hence "field-
programmable". The FPGA configuration is generally specified using 
a hardware description language (HDL). 

• Example HDLs: VHDL, Verilog. 
library iEEE; use iEEE.STD_LOGIC_1164.ALL; use
iEEE.STD_NUMERIC_STD.ALL; entity not1 is port(a:in STD_LOGIC; 
b:out STD_logic); end not1; architecture behavioral of not1 is begin b 
<= not a; end behavioral;

https://youtu.be/L2wsockKwPQ?t=15
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https://en.wikipedia.org/wiki/Integrated_circuit
https://en.wikipedia.org/wiki/Field-programmability
https://en.wikipedia.org/wiki/Hardware_description_language
https://youtu.be/L2wsockKwPQ?t=15


GT 8803 // Fall 2018

BACKGROUND

• For a high level language programmers, FPGA do sound cool 
but not HDL. 
– Luckily, There are many C look a like, python look alike HDL interfaces! 
MyHDL is python look a like interface that generates HDL.
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BACKGROUND

• MyHDL code:
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• Verilog code:
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BACKGROUND

• Still complex!
• There are Data base implementations that use FPGA under 

the hood. User still write only sql queries and care only about 
their application not signals. 
– doppioDB - A hardware accelerated database
– Even Postgres, orcale have roadmap or 3rd party plugins 

that support FPGA. 
• Centaur: A framework for hybrid cpu-fpga databases. Centaur 

is a framework for developing applications on CPU-FPGA 
shared memory platform, bridging the gap between the 
application software and accelerators on the FPGA.
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BACKGROUND

• Select  pymax(a,b) from ab_table

• And there is Apache Madlib with all the functions that you need 
for analytics. Apache Madlib can be deployed to postgres and 
other Relational databases. 
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*http://www.postgresqltutorial.com/plpgsql-function-returns-a-table/
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note
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• Von Neumann architecture
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Strengths

• The authors recognized a connection between three seemingly 
unrelated fields of study and were able to bring them together to great 
effect. 

• Domain specific language that bypasses Hardware description 
Languages (HDL). 

• DNaN + Postgres has outperformed MADLib+Postgres and 
MADLib+GreenPlum, @ 8.3x. DNaN generated accelerators performed 
better than TABLA, an open source accelerator optimizer. 

• The architecture of DAnA’s execution engine allows DAnA to take 
advantage of data locality when it exists (e.g., when data must be 
transferred between different analytic units within a single analytic 
cluster), and spread out computation over many analytic units when 
data dependencies do not exist. 37
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Weaknesses 

• Is Domain Specific language  and graph really needed for 
parallelization ? At the end they seems to depend on RDBMs pagination 
similarities for running instructions parallel on FPGA. Why not use 
existing MyHDL or other languages? 

• RDBMS are generally used for OLTP database  needs.  In-RDBMS 
analytics may change RDBMS configuration space completely. 

• There is no comparison with GPU (both cost and speed). GPUs are much 
cheaper than FPGA. $0.5 per core on a state of art GPU. 

• Can Strider be used with Madlib? How will it perform? 
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Discussion
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