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Motivation

Why do my sy W
customers churn?

The
current paradigm of data
driven decision making

Focus for
this talk

A legal pyramid scheme (org chart)

Data Scientist



Issues with the current model

1. Lost In translation

2. Long turnaround time

3. Correctness

4. Reproducibility

5. A cognitive overload due to surfeit of models and libraries
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Proposed Solution

Key Observations:

- Controlled natural language methods are now practically
implemented as interfaces to software toolboxes

- The data science workflow can be templatized
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Data Science Pipeline

h © " Data Loading

» from a csv file

Data Cleaning

« fill missing values

é Feature Engineering

« pick/create appropriate features

'éf Model Selection and Training

<y « pick an ML model based on the input and task at hand

C -
o Parameter Tuning
V’l « hyperparameter optimization

o o
&C) Save model for deployment

2
« As a UDF, PMML file, ...

™
o



Typical Data Science Workflow

The workflow is a (often cyclic) graph. i e The actual pipeline is a subgraph of the
1

' Data : workflow graph.
: Loading !,
Meta Task 1 Meta Task

Data Data Statistical
Visualization Exploration Analysis

'

Data
Cleaning

" Featare | Data Scientist
Meta Task

:Engineering’l
Check train
accuracy, precision

and recall

Meta Task Task

. F ettt ottt 5
Check train Model Training for 1 Model Training for !
accuracy, precision Logistic Regression . Decision Tree
andrecall . " @ 3z0 0 AN @ Ceealidiiie e aie

Parameter 'Model application to!
Task Tuning 1 gain insights

Figure 1: The Data Science workflow for Example 1. Tasks are shown in rectangles, and meta-tasks in ovals. The pipeline is

highlighted in dotted blue boxes.

Once a workflow has been finalized - only the pipeline(constituted of dotted blue boxes)
needs to be preserved. !



Data Science Workflow can be Templatized

from sklearn import tree

model = DecisionTreeRegressor(criterion="mse’, splitter="best’,
max_depth=None)

model.fit(X_train, y_train)
y_pred = model.predict(X_test)

There is a clean separation of specification (parameter values) and template, such that task
can be composed by simply substituting parameters into a pre-defined code template.
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Insights
- Often the task is ...

Conversation Compositi /

Constrained Storyboard In an interactive
Natural notebook
Language (e.g. iPython)

Rely on Natural Composable Target the lower
Language internal architecture |l level of the pyramid
Translation rather and convenient and allow the

than Natural system abstraction programmer to take
Language control
Understanding




C  © localhost:8889/notebooks/Untitled5.ipynb?kernel_name=python2

::'jupyter UntitledS Last Checkpoint: 2 minutes ago (unsaved changes)
Fle Edt View Insot Cel  Kemel  Widgets  Help

B+ x @B 4 ¢ N B C  Coe ¢ = Celffocbar & @ O

| dot_data = StringIo()

tree. export graphviz(dt_clf _gini, out_file=dot_data,
- « filled=True, roundod-‘l‘rue.
. +——+ feature names = [c.encode("utf-8")for ¢ in column names],
. class _names = [str(v) for v in loaded data["Surwvix
special characters=True)
graph = pydotplus.graph from dot data(dot data.getvalue())
Image(graph.create_png())

Out[25):

Age = 6.5
gini = 0.4694
mples = 534
v-ln. = [333 201]
class =

w (

ol

« An integer number, which will set t
max_features features at each spi

« A decimal number,in this case the
max_features is a percentage and
int(max_features * n_features) fea:
are considered at each spiit

« I auto, then
max_features=sart(n_features)

« If None, then max_features=numb
features

You: 1

Ava: The accuracy after cross validation
0.805. Do you want to run your model on
test data?

You: yes

Ava: The testing accuracy is 0.779. Wha

you want to do next?

Hint: Type "show ROC pilot" to see a RC
of the classifier you chose. You can also
"pick Column1, Column2, Column3 as
features” lo select a new sel of fealures.
current choice of classifier is decision tre
type "show the decision tree” to visualize
tree.

You: show decision tree

Ava: Decision Tree generated. Do you w
view any other plots?

Hint: Type "show ROC plot” to see a RC
of the classifier you chose. If your curren

choice of classifier is decision trees, type
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You have tried out

'°9(;5ﬁ°| 'eg'l'fbs}fm" withfpen‘:’ltyibz The accuracy after cross validation is
and solver liblinear so far. Wou )
0.7123. Do you want to run your model You have tried out
you like to try out a different model? S bASk distad logistic regression with penalty:I2

The accuracy after cross validation is 0.7730. Do and solver liblinear,

Choose either gini or entropy

Dt Toaded siccassnully Thars are you want to run your model on test data? ROC to measure the quality of - ?ne:)i(Sigre. t{:ﬁl'gith criterion:entropy,
25,000 rows and 1934 columns in mg;': °§?e3=:3"§na The are 2 values for column target. The | %!‘splayeq. i the split : max:fea‘::ur'es:fi so far. Would
your data. Do you want to select most freauent to fill supported binary dassiﬁ_ca;ion algorithms are ! ) e AUC is : : How deep do you : : o you like to try out a different model?
columns as features? ol ben. decision trees, logistic regression. i Thetesting 0.52. : ! want your tree to ; The testing Decision %
. in missing values. ' f i accurac Do you ! 1 , i accuracy  Tree 1
: > Which column : H Y ' i be? ' :
. 5 would you like 5 i 1s0.7723.  want 5 : | Enterthe | is0.7708. Displayed. |
i Which columns would : to set as label? ; i Whatdo  toview ! | i numberof {Whatdo Doyou |
Hello! T aim Ava; ' |y:;)ut like ;o use as ; i Ts this your ' i you want to other ! 5 i features to { you want  want ' P T T AT
the data sclence. 14 a uresl. Would you Ilke; i training ' : do next? plots? : : ! consider when | to do n?xt? to view E : you. Bye, 2
chatbot. I'm ready | E m': $0. e O?de ; i data? E i i . : 5 i looking for the ; : otheu; 5 i
to chat. | : : SOReQOTICH | : ! Do you want to split your: ' : : : ; ! Best split : i plots? : :
] ! H features? : : H ¢ 2 H ! ' H : : : ( ! p : i :
: ' : : ! ' 1 data |r!bo train and test?: : : : : ' ' : : : ' : :
oo o ¢ 0 o 2 ') ® ® X e o0 |00 oseoe @ 009 o 90 oo
* i il * i i * ree P& |2 pere @ s tee
| L | ST ZMin No IMn | ... ZMn | i | I 10 Min | 12 Min
Can you load data Yyes Choose all use Choose column Yes, do a No 10 A
from except  Yes mean target as label 60-40 split. Yes Show me a 52‘5:1’_5;;’": entropy 3 Show me the No  No
train_sample.csv? target Run logistic regression with penaity 12 ROC plot et decision tree
and solver liblinear

Figure 2: A timeline of an actual Ava conversation for the data science task in Example 1.
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Architecture

......................................... Workﬂow Loop ......a.....................u.............‘
....... Conversational Loop
-~ Conversational Agent ----- X o Task Code Generator -,
Chat Client Chat Server ; . " Argument Template Vo
5 Identifier Repository |

—— .
RestAPI ‘n' —] -

:I‘ Slgnal oges S

il . <@

1 /' Ipype

-----------------------------------------

Knc;v;lseedge ﬁ- - Template Instantiator

Instantiated Task Template 1
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The Ava Storyboard Concept ...

Data Loading

entropy

]
Data Cleaning ethodd
T :
Feature Logistic Decision Trees
Engineering (__Supervised ] ( Unsupervused ] Rlegressuon l
Model Selection @ ’_‘_l Penalty ‘ ii Criterion gini
Visualization ->®[ Regression Classification Solver liblinear

®

v
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Init

Clusters
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1

random
kmeans++

G
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l 54

Linkage | 5

Clusters (integer)
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Results

A group of 16 students with some ML background (via coursework) and Python proficiency were asked to to do supervised learning on a Kaggle Dataset.
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Distribution of the time taken by participants to
the first model.
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Figure 8: Distribution of unbiased task completion times.
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Issues and Enhancements

Accuracy of the AVA models versus human models

The addition of templates to the repository can be
automated.

Work on the knowledge-base based recommendation
system?

Handling unstructured data:
> A customizable file-parser

Handling larger than memory input data

Uncertainty quantification in the output as a model
guideline

Where is the Code?
GT 8803 // Fall 2018
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