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ANALYSIS
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A N A L Y S I S

• Problem Description

• Significance

• Novelty

• Relevance

• Validity

• Contribution
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P R O B L E M  D E S C R I P T I O N

• What is the problem being considered?

• Is it clearly stated?

• What are the important issues?

• Early in the report, clarify what has been 

accomplished?
– For example, if this is a system description, has the 

system been implemented or is this just a design?
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S I G N I F I C A N C E

• Is the goal of this paper significant?

• Is the problem real?

• Is there any reason to care about the results of 

this paper, assuming for the moment that 

they are correct?

• Is the problem major, minor, trivial or non-

existent?
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R E L E V A N C E

• Is the problem now obsolete, such as 

reliability studies for vacuum tube mainframe 

computers?

• Is the problem so specific or so applied as to 

have no general applicability and thus not be 

worth wide publication?
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N O V E L T Y

• Is the problem, goal, or intended result new?

• Has it been built before?

• Has it been solved before?

• Is this a trivial variation on or extension of 

previous results?

• Is the author aware of related and previous 

work, both recent and old?
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V A L I D I T Y

• Is the method of approach valid?

• What are the assumptions? How realistic are 

they?

• If they aren’t realistic, does it matter?

• How sensitive are the results to the 

assumptions?
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C O N T R I B U T I O N

• What did you, or what should the reader, 

learn from this paper?

• If you didn’t learn anything, and/or if the 

intended reader won’t learn anything, the 

paper is not publishable
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WRITING

TIPS
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W R I T I N G  T I P S

• Bulleted Lists

• Weasel Words

• Salt & Pepper Words

• Beholder Words

• Lazy Words

• Adverbs

• Tools
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W R I T I N G  T I P  # 1 :  B U L L E T E D  L I S T

• Don’t write verbose paragraphs
– Use bulleted lists
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W R I T I N G  T I P  # 2 :  W E A S E L  W O R D S

• Weasel words--phrases or words that sound 

good without conveying information--

obscure precision. 

13



GT 8803 // Fall 2019

W R I T I N G  T I P  # 2 :  S A L T  &  P E P P E R  W O R D S

• New grad students sprinkle in salt and pepper 

words for seasoning. These words look and 

feel like technical words, but convey nothing. 

• Examples: various, a number of, fairly, and 

quite. 

• Sentences that cut these words out become 

stronger. 
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W R I T I N G  T I P  # 2 :  S A L T  &  P E P P E R  W O R D S

• Bad: It is quite difficult to find untainted 

samples. 
– Better: It is difficult to find untainted samples. 

• Bad: We used various methods to isolate four 

samples.
– Better: We isolated four samples. 
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W R I T I N G  T I P  # 3 :  B E H O L D E R  W O R D S

• Beholder words are those whose meaning is a 

function of the reader

• Example: interestingly, surprisingly, 

remarkably, or clearly. 

• Peer reviewers don't like judgments drawn for 

them. 
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W R I T I N G  T I P  # 3 :  B E H O L D E R  W O R D S

• Bad: False positives were surprisingly low.

• Better: To our surprise, false positives were 

low. 

• Good: To our surprise, false positives were low 

(3%). 
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W R I T I N G  T I P  # 4 :  L A Z Y  W O R D S

• Students insert lazy words in order to avoid 

making a quantitative characterization. They 

give the impression that the author has not 

yet conducted said characterization. 

• These words make the science feel unfirm and 

unfinished. 
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W R I T I N G  T I P  # 4 :  L A Z Y  W O R D S

• The two worst offenders in this category are 

the words very and extremely. These two 

adverbs are never excusable in technical 

writing. Never. 

• Other offenders include several, exceedingly, 

many, most, few, vast. 
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W R I T I N G  T I P  # 4 :  L A Z Y  W O R D S

• Bad: There is very close match between the 

two semantics. 

• Better: There is a close match between the 

two semantics.
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W R I T I N G  T I P  # 5 :  A D V E R B S

• In technical writing, adverbs tend to come off 

as weasel words. 

• I'd even go so far as to say that the removal of 

all adverbs from any technical writing would 

be a net positive for my newest graduate 

students. (That is, new graduate students 

weaken a sentence when they insert adverbs 

more frequently than they strengthen it.)
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W R I T I N G  T I P  # 5 :  A D V E R B S

• Bad: We offer a completely different 

formulation of CFA. 

• Better: We offer a different formulation of 

CFA.
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W R I T I N G  T I P  # 6 :  L E V E R A G E  T O O L S

• Tools
– https://github.com/jarulraj/checker

– http://matt.might.net/articles/shell-scripts-for-

passive-voice-weasel-words-duplicates/
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W R I T I N G  T I P  # 7 :  S T R E N G H T S

• Bad: Open sourcing the algorithm.

• Bad: Easy to implement the algorithm using 

libraries.

• Bad: Does a good job of describing 

optimizations at each step.

• Bad: Paper also does a few real world tests.

• Bad: Paper provides theoretical guarantees 

about the bounds.
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W R I T I N G  T I P  # 7 :  S T R E N G H T S

• Good: Detection of new, low-magnitude 

earthquakes that were previously not 

detected.

• Good: Accelerates query processing by 100x.

• Good: The authors consider human attributes 

such as limited cognitive load and short 

attention span.
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W R I T I N G  T I P  # 7 :  S T R E N G H T S

• Bad: Since the authors collaborated with 

seismologists for their research, their domain 

knowledge is well represented.

• Better: They introduce the following domain-

specific optimizations: X, Y, Z.
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EXAMPLES
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S U M M A R Y

• Leverage tools
– https://github.com/jarulraj/checker

• Pay attention to visual elements

• Learn from well-written papers
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