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Abstract

To estimate the changing structure of a varying-coefficient varying-structure (VCVS) model remains an important and open problem in dynamic system modeling, which includes learning trajectories of stock prices, or uncovering the topology of an evolving gene network. In this paper, we investigate sparsistent learning of a sub-family of this model — piecewise constant VCVS models. We analyze two main issues in this problem: inferring time points where structural changes occur and estimating model structure (i.e., model selection) on each of the constant segments. We propose a two-stage adaptive procedure, which first identifies jump points of structural changes and then identifies relevant covariates to a response on each of the segments. We provide an asymptotic analysis of the procedure, showing that with the increasing sample size, number of structural changes, and number of variables, the true model can be consistently selected. We demonstrate the performance of the method on synthetic data and apply it to the brain computer interface dataset. We also consider how this applies to structure estimation of time-varying probabilistic graphical models.

1 Introduction

Consider the following regression model:

\[ Y_i = X_i^\top \beta(t_i) + \epsilon_i, \quad i = 1, \ldots, n, \]

where the design variables \( X_i \in \mathbb{R}^p \) are i.i.d. zero mean random variables sampled at some conditions indexed by \( i = 1, \ldots, n \), such as the prices of a set of stocks at time \( i \), or the signals from some sensors deployed at location \( i \); the noise \( \epsilon_1, \ldots, \epsilon_n \) are i.i.d. Gaussian variables with variance \( \sigma^2 \) independent of the design variables; and \( \beta(t_i) = (\beta_1(t_i), \ldots, \beta_p(t_i))^\top : [0, 1] \mapsto \mathbb{R}^p \) is a vector of unknown coefficient functions. Since the coefficient vector is a function of the conditions rather than a constant, such a model is called a varying-coefficient model [12]. Varying-coefficient models are a non-parametric extension to the linear regression models, which unlike other non-parametric models, assume that there is a linear relationship (generalizable to log-linear relationship) between the feature variables and the output variable, albeit a changing one. The model given in Eq. (1) has the flexibility of a non-parametric model and the interpretability of an ordinary linear regression.

Varying-coefficient models were popularized in the work of [9] and [16]. Since then, they have been applied to a variety of domains, including multidimensional regression, longitudinal and functional data analysis, and modeling problems in econometrics and finance, to model and predict time- or space-varying response to multidimensional inputs (see e.g. [12] for an overview.) One can easily imagine a more general form of such a model applicable to these domains, where both the coefficient value and the model structure change with values of other variables. We refer to this class of models as varying-coefficient varying-structure (VCVS) models. The more challenging problem of structure recovery (or model selection) under VCVS has started to catch attention very recently [1, 24].
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In this paper, we analyze VCVS as functions of time, and the main goal is to estimate the dynamic structure and jump points of the unknown vector function $\beta(t)$. To be more specific, we consider the case where the function $\beta(t)$ is time-varying, but piecewise constant (see Fig. 1), i.e., there exists a partition $T = \{T_1 = 0 < T_2 < \ldots < T_B = 1\}$, $1 < B \leq n$, of the time interval (scaled to $[0,1]$), such that $\beta(t) = \gamma_j$, $t \in [T_{j-1}, T_j)$ for some constant vectors $\gamma_j \in \mathbb{R}^p, j = 1, \ldots, B$. We refer to points $T_1, \ldots, T_B$ as jump points. Furthermore, we assume that at each time point $t_i$ only a few covariates affect the response, i.e., the vector $\beta(t_i)$ is sparse. A good estimation procedure would be able to identify the correct partition of the interval $[0,1]$ so that within each segment the coefficient function is constant. In addition, the procedure can identify active coefficients and their values within each segment, i.e., the time-varying structure of the model. This estimation problem is particularly important in applications where one needs to uncover dynamic relational information or model structures from time series data. For example, one may want to infer at chosen time points the (changing) set of stocks that are predictive of a particular stock one has been holding from a time series of all stock prices; or to understand the evolving circuitry of gene regulation at different growth stages of an organism that determines the activity of a target gene based on other regulative genes, based on time series of microarray data. Another important problem is to identify structural changes in fields such as signal processing, EEG segmentation and analysis of seismic signals. In all these problems, the goal is not to estimate the optimum value of $\beta(t)$ for predicting $Y$, but to consistently uncover the zero and non-zero patterns in $\beta(t)$ at time points of interest that reveal the changing structure of the model. In this paper, we provide a new algorithm to achieve this goal, and a theoretical analysis that proves the asymptotic consistency of our algorithm.

Our problem is remotely related to, but very different from, earlier works on linear regression models with structural changes [4], and the problem of change-point detection (e.g. [19]), which can also be analyzed in the framework of varying-coefficient models. A number of existing methods are available to identify only one structural change in the data; in order to identify multiple changes these methods can be applied sequentially on smaller intervals that are assumed to harbor only one change [14]. Another common approach is to assume that there are $K$ changes and use Dynamic Programming to estimate them [4]. In this paper, we propose and analyze a penalized least squares approach, which automatically adapts to the unknown number of structural changes present in the data and performs the variable selection on each of the constant regions.

2 Preliminaries

For a varying-coefficient regression model described in Eq. (1) with structural changes, a reasonable estimator of the time-varying structure can be obtained by minimizing the so-called TESL (temporally smoothed $L_1$-regularized regression) loss proposed in [1]; (for simplicity we suppress the sample-size notation $n$ in the regularization constants $\lambda^o = \{\lambda_1^o, \lambda_2^o\}$, but it should be clear that their values depend on $n$)

$$\hat{\beta}(t_1; \lambda), \ldots, \hat{\beta}(t_n; \lambda) = \arg \min_{\beta} \sum_{i=1}^{n} (Y_i - X_i^\prime \beta(t_i))^2 + 2\lambda_1 \sum_{i=1}^{n} ||\beta(t_i)||_1 + 2\lambda_2 \sum_{k=1}^{p} ||\beta_k||_{TV},$$

(2)

where $|||\cdot|||_1$ denotes the $l_1$ norm, and $|||\cdot|||_{TV}$ denotes a total variation norm: $|||\beta_k|||_{TV} = \sum_{i=2}^{n} |\beta_k(t_i) - \beta_k(t_{i-1})|$. From the analysis of [20], it is known that each component function...
\( \beta_k \) can be chosen as a piecewise constant and right continuous function, i.e., \( \beta_k \) is a spline function, with potential jump points at observation times \( t_i, i = 1, \ldots, n \). In this particular case, the total variation penalty defined above allows us to conceptualize \( \beta_k \) as a vector in \( \mathbb{R}^n \), whose components \( \beta_{k,i} \equiv \beta_k(t_i) \) correspond to function values at \( t_i, i = 1, \ldots, n \), but not as a function \([0, 1] \rightarrow \mathbb{R} \). We continue to use the vector representation through the rest of the paper as it will simplify the notation.

The estimation problem defined in Eq. (2) has a few appealing properties. The objective function on the right-hand-side is convex and there exists a solution \( \hat{\beta} \), which can be found efficiently using a standard convex optimization package. Furthermore, the penalty terms in Eq. (2) are constructed in a way to perform model selection. Observe that \( \ell_1 \) penalty encourages sparsity of the signal at each time point and enables a selection over the relevant coefficients; whereas the total variation penalty is used to partition the interval \([0, 1]\) so that \( \beta_k \) is constant within each segment. However, there are also some drawbacks of the procedure, as shown in Lemma 1 below.

Let’s start with some notational clarifications. Let \( \mathbf{X} \) denote the design matrix, input observation \( \mathbf{X}_i \) at time \( i \) corresponds to the \( i \)-th row in \( \mathbf{X} \). For simplicity, we assume throughout the paper that \( \mathbf{X} \) are normalized to have unit length columns, i.e., each dimension has unit Euclidean norm. Let \( \mathcal{B}_j, j = 1, \ldots, B \), denote the set of time points that fall into the interval \([T_{j-1}, T_j]\); when the meaning is clear from the context, we also use \( \mathcal{B}_j \) as a shorthand of this interval. For example, \( \mathbf{X}_{\mathcal{B}_j} \) and \( \mathbf{y}_{\mathcal{B}_j} \) represent the submatrix of \( \mathbf{X} \) and subvector of \( \mathbf{y} \), respectively, that include elements only corresponding to time points within interval \( \mathcal{B}_j \). For a given solution \( \hat{\beta} \) to Eq. (2), there exists a block partition \( \mathcal{T} = \{ \mathcal{T}_1, \ldots, \mathcal{T}_B \} \) of \([0, 1]\) (possibly a trivial one) and unique vectors \( \hat{\gamma}_j \in \mathbb{R}^p, \quad j = 1, \ldots, B \), such that \( \beta_{k,i} = \hat{\gamma}_{j,k} \) for \( t_i \in \mathcal{B}_j \). The set of relevant covariates during interval \( \mathcal{B}_j \), i.e., the support of vector \( \gamma_j \), is denoted as \( S_{\mathcal{B}_j} = \{ k \mid \hat{\gamma}_{j,k} \neq 0 \} \). Likewise we define \( \hat{S}_{\mathcal{B}_j} \) over \( \hat{\gamma}_j \).

By construction, no consecutive vectors \( \hat{\gamma}_j \) and \( \hat{\gamma}_{j+1} \) are identical. Note that both the number of partitions \( \mathcal{B} = \{ \mathcal{T} \} \), and the elements in the partition \( \mathcal{T} \), are random quantities. The following lemma characterizes the vectors \( \hat{\gamma}_j \) using the subgradient equation of Eq. (2).

**Lemma 1** Let \( \hat{\gamma}_j \) and \( \hat{\cal B}_j \), \( j = 1, \ldots, B \) be vectors and segments obtained from a minimizer of Eq. (2). Then each \( \hat{\gamma}_j \) can be found as a solution to the subgradient equation:

\[
\mathbf{X}'_{\hat{\cal B}_j} \mathbf{X}_{\hat{\cal B}_j} \hat{\gamma}_j = \mathbf{X}'_{\hat{\cal B}_j} \mathbf{y}_{\hat{\cal B}_j} + \lambda_1 |\hat{\cal B}_j| \hat{\gamma}_j^{(1)} + \lambda_2 \hat{\gamma}_j^{(\text{TV})} = 0, \quad (3)
\]

where

\[
\hat{\gamma}_j^{(1)} \in \partial \|\hat{\gamma}_j\|_1 = \text{sign}(\hat{\gamma}_j), \quad (4)
\]

by convention \( \text{sign}(0) \in [-1, 1] \), and \( \hat{\gamma}_j^{(\text{TV})} \in \mathbb{R}^p \) such that

\[
\hat{\gamma}_j^{(\text{TV})} = \begin{cases} -1 & \text{if } \hat{\gamma}_{j+1,k} - \hat{\gamma}_{j,k} > 0, \\ 1 & \text{if } \hat{\gamma}_{j+1,k} - \hat{\gamma}_{j,k} < 0, \end{cases}
\]

\[
\hat{\gamma}_j^{(\text{TV})} = \begin{cases} -1 & \text{if } \hat{\gamma}_{j+1,k} - \hat{\gamma}_{j-1,k} > 0, \\ +1 & \text{if } \hat{\gamma}_{j+1,k} - \hat{\gamma}_{j-1,k} < 0, \end{cases}
\]

and, for \( 1 < j < B \),

\[
\hat{\gamma}_j^{(\text{TV})} = \begin{cases} 2 & \text{if } \hat{\gamma}_{j+1,k} - \hat{\gamma}_{j,k} > 0, \hat{\gamma}_{j,k} - \hat{\gamma}_{j-1,k} < 0, \\ -2 & \text{if } \hat{\gamma}_{j+1,k} - \hat{\gamma}_{j,k} < 0, \hat{\gamma}_{j,k} - \hat{\gamma}_{j-1,k} > 0, \\ 0 & \text{otherwise}, \end{cases}
\]

(5)

(6)

Lemma 1 does not provide a practical way to estimate \( \hat{\beta}^{\text{TV}} \), but it does characterize a solution. From Eq. (3) we can see that the coefficients in each of the estimated blocks are biased by two terms coming from the \( \ell_1 \) and \( \|\cdot\|_{TV} \) penalties. The larger the estimated segments, the smaller the relative influence of the bias from the total variation, while the magnitude of the bias introduced by the \( \ell_1 \) penalty is uniform across different segments. The additional bias coming from the total variation penalty was also noted in the problem of signal denoising [23]. In the next section, we introduce a two-step procedure which alleviate this effect.

### 3 A two-step procedure for estimating time-varying structures

In this section, we propose a new algorithm for estimating the time-varying structure of the varying-coefficient model in Eq. (1), which does not suffer from the bias introduced by minimizing the objective in Eq. (2). The algorithm is a two-step procedure summarized as follows:
1. Estimate the block partition \( \hat{T} \), on which the coefficient vector is constant within each block. This can be obtained by minimizing the following objective:

\[
\sum_{i=1}^{n} (Y_i - X_i' \beta(t_i))^2 + 2\lambda_2 \sum_{k=1}^{p} ||\beta_k||_{TV},
\]  

which we refer to as a \textit{temporal difference} (TD) regression for reasons that will be clear shortly. We will employ a TD-transformation to Eq. (7) and turn it into an \( \ell_1 \)-regularized regression problem, and solve it using the randomized Lasso. Details of the algorithm and how to extract \( \hat{T} \) from the TD-estimate will be given shortly.

2. For each block of the partition, \( B_j, 1 \leq j \leq \hat{B} \), estimate \( \hat{\gamma}_j \) by minimizing the Lasso objective within the block:

\[
\hat{\gamma}_j = \arg\min_{\gamma \in \mathbb{R}^p} \sum_{t_i \in B_j} (Y_i - X_i' \gamma)^2 + 2\lambda_1 ||\gamma||_1.
\]

We name this procedure TDB-Lasso (or TD-BL), after the two steps (TD randomized Lasso, and Lasso within Blocks) given above. The advantage of the TDB-Lasso compared to a minimizer of Eq. (2) comes from decoupling the interactions between the \( \ell_1 \) and TV penalties (note that the two procedures result in different estimates). Now we discuss step 1 in detail; step 2 is straightforward using a standard Lasso toolbox.

To obtain a consistent estimate of \( \hat{T} \) from the TD-regression in Eq. (7), we can transform Eq. (7) into an equivalent \( \ell_1 \) penalized regression problem, which allows us to cast the \( \hat{T} \) estimation problem as a feature selection problem. Let \( \beta_{k,i}^T \) denote the \textit{temporal difference} between the regression coefficients corresponding to the same covariate \( k \) at successive time points \( t_{i-1} \) and \( t_i \): \( \beta_{k,i}^T = \beta_k(t_i) - \beta_k(t_{i-1}) \), \( k = 1, \ldots, p, i = 1, \ldots, n \) with \( \beta_k(t_0) = 0 \), by convention. It can be shown that the model in Eq. (1) can be expressed as \( Y^\dagger = X^\dagger \beta^\dagger + \epsilon^\dagger \), where \( Y^\dagger \in \mathbb{R}^n \) is a transformed vector of the TDs of responses, \( i.e. \), each element \( Y_i^\dagger \equiv Y_i - Y_{i-1} \); \( X^\dagger = (X_1^\dagger, \ldots, X_p^\dagger) \in \mathbb{R}^{n \times np} \) is the transformed design matrix with lower triangular matrices \( X_k^\dagger \in \mathbb{R}^{n \times n} \) corresponding to TD features computed from the covariates; \( \epsilon^\dagger \in \mathbb{R}^n \) is the transformed TD-error vector; and \( \beta^\dagger \in \mathbb{R}^{np} \) is a vector obtained by stacking TD-coefficient vectors \( \beta_k^T \). (See Appendix for more details of the transformation.) Note that the elements of the vector \( \epsilon^\dagger \) are not \textit{i.i.d.} any more. Using the transformation above, the estimation problem defined on objective Eq. (7) can be expressed in the following matrix form:

\[
\tilde{\beta}^\dagger = \arg\min_{\tilde{\beta} \in \mathbb{R}^{np}} ||Y^\dagger - X^\dagger \tilde{\beta}\|^2_2 + 2\lambda_2 ||\tilde{\beta}\|_1.
\]

This transformation was proposed in [8] in the context of one-dimensional signal denoising, however, we are interested in the estimation of jump points in the context of time-varying coefficient model.

The estimator defined in Eq. (9) is not robust with respect to small perturbations of data, \( i.e. \), small changes of variables \( X_i \) or \( Y_i \) would result in a different \( \hat{T} \). To deal with the problem of robustness, we employed the \textit{stability selection} procedure of [22] (see also the bootstrap Lasso [2], however, we have decided to use the stability selection because of the weaker assumptions). The stability selection approach to estimating the jump-points is comprised of two main components: i) simulating multiple datasets using bootstrap, and ii) using the randomized Lasso outlined in Algorithm 1 (see also Appendix) to solve (9). While the bootstrap step improves the robustness of the estimator, the randomized Lasso weakens the conditions under which the estimator \( \tilde{\beta}^\dagger \) selects exactly the true features.

Let \( \{\hat{\beta}^T_k, \hat{J}_k\}_{k=1}^{M} \) represent the set of estimates and their supports \( i.e. \), index of non-zero elements obtained by minimizing (9) for each of the \( M \) bootstrapped datasets. We obtain a stable estimate of the support by selecting variables that appear in multiple supports

\[
\hat{J}^\tau = \{k \mid \sum_{k=1}^{M} I\{k \in \hat{J}_k\} \geq \tau\},
\]

which is then used to obtain the block partition estimate \( \hat{T} \). The parameter \( \tau \) is a tuning parameter that controls the number of falsely identified jump points.
Theorem 1
Let $A_1$ be satisfied; and let the weakness for the randomized Lasso to select the relevant feature with high probability (see also [26]). Comparing to the ordinary Lasso to perform feature selection, condition $A_1$ is much weaker [22] and is sufficient for the detection of the jump points. This condition guarantees a correlation structure between TD-transformed covariates that allows for penalization to have $1$-level support. That means under the assumption $A_1$, we can run the regular Lasso on each of the estimated segments to select the relevant features therein. We will assume that the mutual coherence condition holds for each segment $B_j$. Let $\Sigma_j = \frac{1}{|B_j|} \sum_{i \in B_j} X_i' X_i$, with $\sigma_{kl} = (\Sigma_j)_{k,l}$.

Algorithm 1 Randomized Lasso

**Input:** Dataset $(X_i, Y_i)_{i=1}^n$, $X_i \in \mathbb{R}^p$, penalty parameter $\lambda$, weakness parameter $\alpha \in (0,1]$

**Output:** Estimate $\hat{\beta} \in \mathbb{R}^p$, support $S$

1: Choose randomly $p$ weights $\{W_k\}_{k=1}^p$ from interval $[\alpha, 1]$
2: $\hat{\beta} = \underset{\beta \in \mathbb{R}^p}{\arg \min} \sum_{i=1}^n (Y_i - X_i' \beta)^2 + 2\lambda \sum_{k=1}^p W_k \|\beta_k\|_1$
3: $S = \{k | \beta_k \neq 0\}$

4 Theoretical analysis

We provide a theoretical analysis of TDB-Lasso, and show that under certain conditions both the jump points and structure of VCVS can be consistently estimated. Proofs are deferred to Appendix.

4.1 Estimating jump points

We first address the issue of estimating jump points by analyzing the transformed TD-regression problem Eq. (9) and its feature selection properties. The feature selection using $\ell_1$ penalization has been analyzed intensively over the past few years and we can adapt some of the existing results to the problem at hand. To prove that all the jump points are included in $J^*$, we first state a sparse eigenvalue condition on the design (e.g. [6]). The minimal and maximal sparse eigenvalue, for matrix $X \in \mathbb{R}^{n \times p}$, are defined as

$$\psi_{\min}(k, X) := \inf_{a \in \mathbb{R}_+, \|a\|_0 \leq k} \|Xa\|_2, \quad \psi_{\max}(k, X) := \sup_{a \in \mathbb{R}_+, \|a\|_0 \leq k} \|Xa\|_2, \quad k \leq p. \quad (11)$$

Note that in Eq. (11) eigenvalues are computed over submatrices of size $k$ (i.e., due to the constraint on $a$ by the $\|\cdot\|_0$ norm). We can now express the sparse eigenvalues condition on the design.

**A1:** Let $J^+$ be the true support of $\beta^+$ and $J = |J^+|$. There exist some $C > 1$ and $\kappa \geq 10$ such that

$$\frac{\psi_{\max}(CJ^2, X^+)}{\psi_{\min}(CJ^2, X^+)} < \sqrt{C}/\kappa. \quad (12)$$

This condition guarantees a correlation structure between TD-transformed covariates that allows for detection of the jump points. Comparing to the irrepresentable condition [30, 21, 27], necessary for the ordinary Lasso to perform feature selection, condition A1 is much weaker [22] and is sufficient for the randomized Lasso to select the relevant feature with high probability (see also [26]).

**Theorem 1** Let A1 be satisfied; and let the weakness $\alpha$ be given as $\alpha^2 = \nu \psi_{\min}(CJ^2, X^+)/|CJ^2|$, for any $\nu \in (7/\kappa, 1/\sqrt{2})$. If the minimum size of the jump is bounded away from zero as

$$\min_{k \in J^+} |\beta_k^+| \geq 0.3 |CJ^2|^{1/2} \lambda_{\min}, \quad (13)$$

where $\lambda_{\min} = 2\sigma^2(\sqrt{C}J + 1)\sqrt{\frac{\log np}{n}}$ and $\sigma^2 \geq \text{Var}(Y_i^+)$, for $np > 10$ and $J \geq 7$, there exists some $\delta = \delta_J \in (0,1)$ such that for all $\tau \geq 1 - \delta$, the collection of the estimated jump points $\hat{J}^+$ satisfies

$$P(\hat{J}^+ = J^+) \geq 1 - 5/np. \quad (14)$$

**Remark:** Note that Theorem 1 gives conditions under which we can recover every jump point in every covariates. In particular, there are no assumptions on the number of covariates that change values at a jump point. Assuming that multiple covariates change their values at a jump point, we could further relax the condition on the minimal size of a jump given in Eq. (13). It was also pointed to us that the framework of [18] may be a more natural way to estimate jump points.

4.2 Identifying correct covariates

Now we address the issue of selecting the relevant features for every estimated segment. Under the conditions of Theorem 1, correct jump points will be detected with probability arbitrarily close to $1$. That means under the assumption A1, we can run the regular Lasso on each of the estimated segments to select the relevant features therein. We will assume that the mutual coherence condition [10] holds for each segment $B_j$. Let $\Sigma^j = \frac{1}{|B_j|} \sum_{i \in B_j} X_i' X_i$, with $\sigma_{kl}^j = (\Sigma^j)_{k,l}$. 

A2: We assume there is a constant $0 < d \leq 1$ such that

$$\mathbb{P}\left(\max_{k \in S_j, j \neq k} \left\{ |\gamma_{j,k}| \leq \frac{d}{|S_j|} \right\} \right) = 1. \tag{15}$$

The assumption A2 is a mild version of the mutual coherence condition used in [7], which is necessary for identification of the relevant covariates in each segment. Let $\hat{\gamma}_j$, $k = 1, \ldots, \hat{B}$, denote the Lasso estimates for each segment obtained by minimizing (8).

**Theorem 2** Let A2 be satisfied. Also, assume that the conditions of Theorem 1 are satisfied. Let $K = \max_{1 \leq j \leq B} \|\gamma_j\|_0$ be the upper bound on the number of features in segments and let $L$ be an upper bound on elements of $X$. Let $\rho = \min_{1 \leq j \leq B} |B_j|$ denote the number of samples in the smallest segment. Then for a sequence $\delta = \delta_n \to 0$,

$$\lambda_1 \geq 4L\sigma \sqrt{\frac{\ln 2K\rho}{\rho}} + 8L \frac{\ln 4K\rho}{\rho} \quad \text{and} \quad \min_{1 \leq j \leq B} \min_{k \in S_j} |\gamma_{j,k}| \geq 2\lambda_1,$$

we have

$$\lim_{n \to \infty} \mathbb{P}(\hat{B} = B) = 1, \quad \lim_{n \to \infty} \max_{1 \leq j \leq B} \mathbb{P}(\|\hat{\gamma}_j - \gamma_j\|_1 = 0) = 1, \quad \lim_{n \to \infty} \min_{1 \leq j \leq B} \mathbb{P}(\hat{S}_{B_j} = S_{B_j}) = 1. \tag{16}$$

Theorem 2 states that asymptotically, the two stage procedure estimates the correct model, i.e., it selects the correct jump points and for each segment between two jump points it is able to select the correct covariates. Furthermore, we can conclude that the procedure is consistent.

## 5 Practical considerations

As in standard Lasso, the regularization parameters in TDB-Lasso need to be tuned appropriately to attain correct structural recovery. The TD regression procedure requires three parameters: the penalty parameter $\lambda_2$, cut-off parameter $\tau$, and weakness parameter $\alpha$. From our empirical experience, the recovered set of jump points $\hat{T}$ vary very little with respect to these parameters in a wide range. The result of Theorem 1 is valid as long as $\lambda_2$ is larger than $\lambda_{\text{min}}$ given in the statement of the theorem. Theorem 1 in [22] gives a way to select the cutoff $\tau$ while controlling the number of falsely included jump points. Note that this relieves users from carefully choosing the range of parameter $\lambda_2$, which is challenging. The weakness parameter can be chosen in quite a large interval (see Appendix on the randomized Lasso) and we report our results using the values $\alpha = 0.6$.

In the second step of the algorithm, the ordinary Lasso minimizes Eq. (8) on each estimated segment to select relevant variables, which requires a choice of the penalty parameter $\lambda_1$. We do so by minimizing the BIC criterion [25].

In practice, one cannot verify assumptions A1 and A2 on real datasets. In cases where the assumptions are violated, the resulting set of estimated jump points is larger than the true set $T$, e.g., the points close to the true jump points get included into the resulting estimate $\hat{T}$. We propose to use an ad hoc heuristic to refine the initially selected set of jump points. A commonly used procedure for estimation of linear regression models with structural changes [3] is a dynamic programming method that considers a possible structural change at every location $t_i$, $i = 1, \ldots, n$, with a computational complexity of $O(n^2)$ (see also [15]). We modify this method to consider jump points only in the estimated set $\hat{T}$ and thus considerably reducing the computational complexity to $O(|\hat{T}|^2)$, since $|\hat{T}| \ll n$. The algorithm effectively chooses a subset $\hat{T} \subseteq T$ of size $\hat{B}$ that minimizes the BIC objective.

## 6 Experiments on Synthetic Data

We compared the TDB-Lasso on synthetic data with commonly used methods for estimating VCVS models. The synthetic data was generated as follows. We varied the sample size from $n = 100$
to 500 time points, and the fixed number of covariates is fixed to \( p = 20 \). The block partition was generated randomly and consists of ten blocks with minimum length set to 10 time points. In each of the block, only 5 covariates out of 20 affected the response. Their values were uniformly at random drawn from \([-1, -0.1] \cup [0.1, 1] \). With this configuration, a dataset was created by randomly drawing \( X_i \sim N(0, I_p), \epsilon_i \sim N(0, 1.5^2) \) and computing \( Y_i = X_i \beta(t_i) + \epsilon_i \) for \( i = 1, \ldots, n \). For each sample size, we independently generated 100 datasets and report results averaged over them.

A simple local regression method [13], which is commonly used for estimation in varying coefficient models, was used as the simplest baseline for comparing the relative performance of estimation. Our first competitor is an extension of the baseline, which uses the following estimator [28]:

\[
\min_{\beta \in \mathbb{R}^{p \times n}} \sum_{i=1}^{n} \sum_{j=1}^{p} (Y_i - X_i^{(j)} \beta^{(j)})^2 K_h(t_i - t_j) + \sum_{j=1}^{p} \lambda_j \sum_{i=1}^{n} \beta_h^{(j)},
\]

(19)

where \( K_h(x) = \frac{1}{h} K(x/h) \) is the kernel function. We will call this method “Kernel \( \ell_1/\ell_2 \)”. Another competitor uses the \( \ell_1 \) penalized local regression independently at each time point, which leads to the following estimator of \( \beta(t) \),

\[
\min_{\beta \in \mathbb{R}^{p \times n}} \sum_{i=1}^{n} (Y_i - X_i^{(j)} \beta^{(j)})^2 K_h(t_i - t) + \sum_{j=1}^{p} \lambda_j |\beta_j|.
\]

(20)

We call this method “Kernel \( \ell_1 \)”. The difference between the two methods is that “Kernel \( \ell_1/\ell_2 \)” biases certain covariates toward zero at every time point, based on global information; whereas “Kernel \( \ell_1 \)” biases covariates toward zero only based on local information. The final competitor is chosen to be the minimizer of Eq. (2) [1], which we call “\( \ell_1 + TV \)”. The bandwidth parameter for “Kernel \( \ell_1 \)” and “Kernel \( \ell_1/\ell_2 \)” is chosen using a generalized cross validation of a non-penalized estimator. The penalty parameters \( \lambda_j \) are chosen according to the BIC criterion [28]. For the “\( \ell_1 + TV \)” method, we optimize the BIC criterion over a two-dimensional grid of values for \( \lambda_1 \) and \( \lambda_2 \).

We report the relative estimation error, \( \text{REE} = 100 \times \frac{\sqrt{\sum_{i=1}^{n} \sum_{j=1}^{p} |\tilde{\beta}_{ij} - \beta_{ij}|^2}}{\sum_{i=1}^{n} \sum_{j=1}^{p} |\beta_{ij}|} \), where \( \tilde{\beta} \) is the baseline local linear estimator, as a measure of estimation accuracy. To assess the performance of the model selection, we report precision, recall and their harmonic mean \( F_1 \) measure when estimating the relevant covariates at each time point and the percentage of correctly identified irrelevant covariates.

From the experimental results, summarized in Fig. 2, we can see that the TDB-Lasso succeeds in recovering the true model as the sample size increases. It also estimates the coefficient values with better accuracy than the other methods. It worth noting that the “Kernel + \( \ell_1 \)” performs better than the “Kernel + \( \ell_1/\ell_2 \)” approach, which is due to the violation of the assumptions made in [28]. The “\( \ell_1 + TV \)” performs better than the local linear regression approaches, however, the method gets very slow for the larger values of the sample size and it requires selecting two tuning parameters, which makes it quite difficult to use. We conjecture that the “\( \ell_1 + TV \)” and TDB-Lasso have similar asymptotic properties with respect to model selection, however, from our numerical experiments we can see that for finite sample data, the TDB-Lasso performs better.

7 Application to Time-varying Graph Structure Estimation

An interesting application of the TDB-Lasso is in structural estimation of time-varying undirected graphical models [1, 17]. A graph structure estimation can be posed as a neighborhood selection
problem, in which neighbors of each node are estimated independently. Neighborhood selection in the time-varying Gaussian graphical models (GGM) is equivalent to model selection in VCVS, where value of one node is regressed to the rest of nodes. The regression problem for each node can be solved using the TDB-Lasso. Graphs estimated in this way will have neighborhoods of each node that are constant on a partition, but the graph as a whole changes more flexibly (Fig. 1b-d).

The graph structure estimation using the TDB-Lasso is demonstrated on a real dataset of electroencephalogram (EEG) measurements. We use the brain computer interface (BCI) dataset IVa from [11] in which the EEG data is collected from 5 subjects, who were given visual cues based on which they were required to imagine right hand or right foot for 3.5s. The measurement was performed when the visual cues were presented on the screen (280 times), intermitted by periods of random length in which the subject could relax. We use the down-sampled data at 100Hz. Fig. 3 gives a visualization of the brain interactions over the time of the experiment for the subject 'aa' while presented with visual cues for the class 1 (right hand). Estimated graphs of interactions between different parts of the brain for other subjects and classes are given in Appendix due to the space limit.

We also want to study whether the estimated time-varying network are discriminative features for classifying the type of imaginations in the EEG signal. For this purpose, we perform unsupervised clustering of EEG signals using the time-varying networks and study whether the grouping correspond to the true grouping according to imagination label. We estimate a time-varying GGM using the TDB-Lasso for each visual cue and cluster the graphs using the spectral K-means clustering [29] (using a linear kernel on the coefficients to measure similarity). Each cluster is labeled according to the majority of points it contains. Finally, each cue if classified based on labels of the time-points that it contains. Table 1 summarizes the classification accuracy for each subject based on \( K = 4 \) clusters (\( K \) was chosen as a cutoff point, when there was little decrease in K-means objective). We compare this approach to a case when GGMs with a static structure are estimated [5]. Note that the supervised classifiers with special EEG features are able to achieve much higher classification accuracy, however, our approach does not use any labeled data and can be seen as an exploratory step. We also used TDB-Lasso for estimating the time-varying gene networks from microarray data time series data, but due to space limit, results will be reported later in a biological paper.

Table 1: Classification accuracies based on learned brain interactions.

<table>
<thead>
<tr>
<th>Subject</th>
<th>aa</th>
<th>al</th>
<th>av</th>
<th>aw</th>
<th>ay</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDB-Lasso</td>
<td>0.69</td>
<td>0.80</td>
<td>0.59</td>
<td>0.67</td>
<td>0.83</td>
</tr>
<tr>
<td>Static</td>
<td>0.58</td>
<td>0.63</td>
<td>0.54</td>
<td>0.57</td>
<td>0.61</td>
</tr>
</tbody>
</table>

8 Discussion

We have developed the TDB-Lasso procedure, a novel approach for model selection and variable estimation in the varying-coefficient varying-structure models with piecewise constant functions. The VCVS models form a flexible nonparametric class of models that retain interpretability of parametric models. Due to their flexibility, important classical problems, such as linear regression with structural changes and change point detection, and some more recent problems, like structure estimation of varying graphical models, can be modeled within this class of models. The TDB-Lasso compares favorably to other commonly used [28] or latest [1] techniques for estimation in this class of models, which was demonstrated on the synthetic data. The model selection properties of the TDB-Lasso, demonstrated on the synthetic data, are also supported by the theoretical analysis. Furthermore, we demonstrate a way of applying the TDB-Lasso for graph estimation on a real dataset.

Application of the TDB-Lasso procedure goes beyond the linear varying coefficient regression models. A direct extension is to generalized varying-coefficient models \( g(m(X_i, t_i)) = X_i \beta(t_i), i = 1, \ldots, n \), where \( g(\cdot) \) is a given link function and \( m(X_i, t_i) = E[Y \mid X = X_i, t = t_i] \) is the conditional mean. Estimation in generalized varying-coefficient models proceeds by changing the squared loss in Eq. (7) and Eq. (8) to a different appropriate loss function. The generalized varying-coefficient models can be used to estimate the time-varying structure of discrete Markov Random Fields, again by performing the neighborhood selection.
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