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Low vs. High Resolution

Appearance vs. Context

Human vs. Machine

MSRC (%) Corel (%)

Existing (high) 75 6 81 7

Proposed (high) 91 93

Proposed (low) 83 86
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Inference:
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Motivation Scenarios Studied

Approach

Image Labeling Results

Quantitative Results

Class-wise Results

Appearance Context Both
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Segmentation:

Belief Propagation on fully connected CRF

Location Scale Conclusions
• Context is most useful when appearance information is weak.

• Location and scale information are useful sources of context

• Low resolution images provide an appropriate venue for  
studying context

A appearace C blind A+CO(co-occurrence) A+CO+L(location) A+C=CO+L+S(scale)
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