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Dyck-reachability is a fundamental formulation for program analysis, which has been widely used to capture

properly-matched-parenthesis program properties such as function calls/returns and field writes/reads. Bidi-

rected Dyck-reachability is a relaxation of Dyck-reachability on bidirected graphs where each edge 𝑢
L𝑖−→ 𝑣

labeled by an open parenthesis “L𝑖 ” is accompanied with an inverse edge 𝑣
M𝑖−→ 𝑢 labeled by the corresponding

close parenthesis “M𝑖”, and vice versa. In practice, many client analyses such as alias analysis adopt the bidi-

rected Dyck-reachability formulation. Bidirected Dyck-reachability admits an optimal reachability algorithm.

Specifically, given a graph with 𝑛 nodes and𝑚 edges, the optimal bidirected Dyck-reachability algorithm

computes all-pairs reachability information in 𝑂 (𝑚) time.

This paper focuses on the dynamic version of bidirected Dyck-reachability. In particular, we consider the

problem of maintaining all-pairs Dyck-reachability information in bidirected graphs under a sequence of

edge insertions and deletions. Dynamic bidirected Dyck-reachability can formulate many program analysis

problems in the presence of code changes. Unfortunately, solving dynamic graph reachability problems is

challenging. For example, even for maintaining transitive closure, the fastest deterministic dynamic algorithm

requires 𝑂 (𝑛2) update time to achieve 𝑂 (1) query time. All-pairs Dyck-reachability is a generalization of

transitive closure. Despite extensive research on incremental computation, there is no algorithmic development

on dynamic graph algorithms for program analysis with worst-case guarantees.

Our work fills the gap and proposes the first dynamic algorithm for Dyck reachability on bidirected graphs.

Our dynamic algorithms can handle each graph update (i.e., edge insertion and deletion) in 𝑂 (𝑛 · 𝛼 (𝑛)) time

and support any all-pairs reachability query in 𝑂 (1) time, where 𝛼 (𝑛) is the inverse Ackermann function. We

have implemented and evaluated our dynamic algorithm on an alias analysis and a context-sensitive data-

dependence analysis for Java. We compare our dynamic algorithms against a straightforward approach based

on the 𝑂 (𝑚)-time optimal bidirected Dyck-reachability algorithm and a recent incremental Datalog solver.

Experimental results show that our algorithm achieves orders of magnitude speedup over both approaches.
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1 INTRODUCTION

Many program analysis problems can be formulated as graph reachability problems [Reps 1998].

Dyck-reachability is perhaps the most popular graph reachability formulation for program analy-

sis [Zhang et al. 2013]. A Dyck language 𝐷𝑘 consists of all strings of properly matched parentheses

over 𝑘 kinds of parentheses. Given an edge-labeled graph, Dyck-reachability computes whether

two nodes can be connected by a path with labels that spell out a Dyck word. Many practical anal-

yses use Dyck-reachability to express properly-matched-parenthesis program properties, such as

call/return [Reps 2000; Yan et al. 2011], lock/unlock [Kahlon 2009; Ramalingam 2000], file-open/file-

close [Späth et al. 2019], and set-field/get-field [Arzt et al. 2014; Yan et al. 2011]. Kodumal and

Aiken [2004] observed that “almost all of the applications of context-free language reachability in

program analysis are based on Dyck languages.”

Bidirected Dyck-reachability is a variant of Dyck-reachability restricted to bidirected graphs [Chat-

terjee et al. 2018; Zhang et al. 2013]. In bidirected graphs, each “L𝑖”-labeled edge 𝑢
L𝑖−→ 𝑣 is accompa-

nied with a corresponding “M𝑖”-labeled edge 𝑣
M𝑖−→ 𝑢 in the inverse direction, and vice versa. Despite

being a restricted variant, bidirected Dyck-reachability has been widely used in the literature.

It is particularly useful for two reasons: (1) many problems such as pointer analysis are inher-

ently bidirected [Reps 1998]. Indeed, alias analysis for Java has been formulated using bidirected

Dyck-reachability [Yan et al. 2011]; (2) bidirected Dyck-reachability can over-approximate the

directed counterpart. Because running bidirected Dyck-reachability is relatively cheap, it can serve

as a pre-processing step for improving the expensive directed reachability [Li et al. 2020]. Due to

its importance, Dyck-reachability has been extensively studied in the literature [Chatterjee et al.

2018; Reps 1998; Zhang et al. 2013]. However, to our best knowledge, all existing developments of

Dyck-reachability have been focused on “static” graph reachability, where the entire input graph is

known to the reachability algorithm.

This paper focuses on the dynamic problem of bidirected Dyck-reachability, a much less studied

algorithmic topic in program analysis. In general, a dynamic graph algorithm allows changes (i.e.
edge insertions and deletions) to the input graphs [King and Sagert 1999; Roditty 2003]. It typically

allows three operations: (1) pre-processing, which is called for the initial graph; (2) update, which is

called for every input update; and (3) query, which is used to answer reachability queries. Efficient

dynamic algorithms can establish a solid algorithmic foundation for incremental program analysis.

Specifically, with efficient dynamic reachability algorithms, the underlying client analysis can

promptly respond to code changes (i.e., code insertions and deletions). For example, modern IDEs

run incremental analyses such as type checkers, code smell detectors, and dead code analyses to

provide instant feedback to developers [Pacak et al. 2020; Szabó et al. 2021].

Designing asymptotically fast dynamic reachability algorithms is challenging. Recall that the

static linear-time algorithm for bidirected Dyck-reachability is optimal [Chatterjee et al. 2018]. In

the dynamic setting for an edge-labeled graph with𝑚 edges and 𝑛 nodes, a straightforward way is

to run the static algorithm for each update, which leads to a naïve dynamic algorithm for bidirected

Dyck-reachability in 𝑂 (𝑚) pre-processing time, 𝑂 (𝑚) update time and 𝑂 (1) query time. In terms

of the complexity, an 𝑂 (𝑚) time algorithm is arguably reasonable. However, it is apparently not

efficient because it needs to re-compute the reachability information from scratch for each update.

This paper proposes efficient dynamic algorithms for bidirected Dyck-reachability. In particular,

our algorithms can pre-process an initial graph in 𝑂 (𝑚) time, handle each graph update (i.e., edge
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insertion and deletion) in worst case 𝑂 (𝑛 · 𝛼 (𝑛)) time, and answer any all-pairs reachability query

in 𝑂 (1) time where 𝛼 denotes the inverse Ackermann function. Our key insight is to maintain

the equivalence property of Dyck-reachability on bidirected graphs [Chatterjee et al. 2018; Zhang

et al. 2013] dynamically. In particular, we augment the key data structure used in the 𝑂 (𝑚)-time

optimal bidirected reachability algorithm [Chatterjee et al. 2018] with weights. Our algorithm can

efficiently update weights and maintain the reachability information in 𝑂 (𝑛 · 𝛼 (𝑛)) time for any

edge insertion and deletion.

Unlike existing incremental computation work [Arzt and Bodden 2014; Sreedhar et al. 1997;

Szabó et al. 2021, 2016], our approach can guarantee that our dynamic algorithms do not involve

any redundant computation. With the weights introduced in our algorithm, we can formally

prove the property. Our work is closely related to incremental Datalog evaluation [Ryzhyk and

Budiu 2019; Szabó et al. 2021] because Dyck-reachability can be directly expressed using Datalog

rules. However, Datalog frameworks are general, and do not leverage the equivalence property

exploited in optimal Dyck-reachability [Chatterjee et al. 2018] for bidirected graphs. Improving

general dynamic graph reachability is quite challenging. Even for maintaining dynamic transitive

closure, the best deterministic algorithm requires an 𝑂 (𝑛2) update time to achieve the 𝑂 (1) query
time [Roditty 2003]. Indeed, on general graphs, there is a conditional lower bound result for dynamic

transitive closure [Henzinger et al. 2015]. Specifically, unless the Online Boolean Matrix-Vector

Multiplication (OMv) conjecture [Henzinger et al. 2015] is false, there is no combinatorial algorithm

that can achieve polynomial pre-processing time, 𝑂 (𝑚1/2−𝛿 ) update time, and 𝑂 (𝑚1−𝛿 ) query time

simultaneously, for any small constant 𝛿 > 0. Dynamic graph reachability for program analysis

is a less explored area. In particular, there is no asymptotically faster algorithm for bidirected

Dyck-reachability than the straightforward solution with an 𝑂 (𝑚) update time.

We have implemented the dynamic algorithms for bidirected Dyck-reachability and applied

it to two practical client analyses, an alias analysis for Java formulated by bidirected Dyck-

reachability [Yan et al. 2011] and a context-sensitive data-dependence analysis formulated by

Dyck-reachability [Tang et al. 2015]. In addition, we compared our dynamic algorithms with an

𝑂 (𝑛 · 𝛼 (𝑛)) update time against the straightforward algorithm with an𝑂 (𝑚) update time [Chatter-

jee et al. 2018] and an incremental Datalog solver [Ryzhyk and Budiu 2019]. The empirical results

for our proposed dynamic bidirected Dyck-reachability algorithm are encouraging.

• Compared to the straightforward approach that runs the optimal𝑂 (𝑚)-time bidirected Dyck-

reachability algorithm for each update, our dynamic algorithms have achieved a 534x speedup

in the alias analysis and a 331x speedup in the context-sensitive data-dependence analysis.

• Compared to a recent incremental Datalog solver that only recomputes the necessary changes

upon each update, our dynamic algorithms have achieved a 496x speedup in the alias analysis

and a 20x times speedup in the context-sensitive data-dependence analysis.

• In practice, we have observed that our algorithm scales linearly with the graph size.

We make the following main contributions in this paper:

• We present the first algorithmic study on dynamic bidirected Dyck-reachability for program

analysis. Specifically, we propose an efficient dynamic reachability algorithm with an 𝑂 (𝑚)
pre-processing time, an 𝑂 (𝑛 · 𝛼 (𝑛)) update time, and an 𝑂 (1) query time.

• We present a formal analysis of our dynamic algorithms. Our analysis shows that our al-

gorithm is asymptotically faster than the straightforward approach that runs the optimal

𝑂 (𝑚)-time Dyck-reachability algorithm for each update. Moreover, it shows that our algo-

rithm does not incur any redundant computation.

• We conduct extensive evaluations on two client analyses with insertions only, deletions

only, and mixed graph update sequences. The empirical results show that our algorithm
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1 class A {

2 A f;

3 A g;

4 };

5 int main(){

6 A a,b,c,d,e,x,y;

7 ......

8 b.f = a;

9 c.g = b;

10 d = c.g;

11 e = d.f

12 ......

13 x.g = a;

14 e = x.g;

15 }

(a) Input program.
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(b) Alias analysis graph.
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(c) Merged graph for Figure 1b.

Fig. 1. Context-insensitive alias analysis for Java via bidirected Dyck-reachability.

can achieve orders-of-magnitude speedup over the 𝑂 (𝑚) time approach and an incremental

Datalog solver. Moreover, our algorithm scales linearly with the graph size.

The rest of the paper is structured as follows. Section 2 motivates dynamic Dyck-reachability on

bidirected graphs. Section 3 presents preliminaries. Section 4 discusses our dynamic algorithms for

bidirected Dyck-reachability. Section 5 describes the evaluation setup and results. Finally, Section 6

surveys related work, and Section 7 concludes.

2 MOTIVATING EXAMPLE

We motivate dynamic bidirected Dyck-reachability using a practical context-insensitive alias

analysis for Java [Yan et al. 2011].

2.1 Context-Insensitive Alias Analysis

Alias analysis checks whether two variables can point to the same memory object. We consider a

context-insensitive alias analysis for a Java-like program in Figure 1a. Context-insensitive alias

analysis can be formulated as bidirected Dyck-reachability [Yan et al. 2011; Zhang et al. 2013].

Figure 1b gives the corresponding graph representation 𝐺 for alias analysis. The labeled graph is

bidirected, i.e., for each open-parenthesis edge 𝑢
L𝑙−→ 𝑣 , there exists an inverse edge 𝑣

M𝑙−→ 𝑢 with the

corresponding close-parenthesis label.

In graph 𝐺 , nodes represent variables in the program; edges represent variable reads and writes.

The alias analysis utilizes Dyck-reachability to capture the matching of reads and writes of the

same field of an object. Specifically, a “L𝑓 ”-labeled edge represents a write to the field 𝑓 and a

“M𝑓 ”-labeled edge represents a read of the field 𝑓 . For example, the statement b.f = a in Figure 1a is

modeled as an edge 𝑎
L𝑓−−→ 𝑏 in Figure 1b. Similarly, the statement d = c.g is modeled as an edge

𝑐
M𝑔−→ 𝑑 . Note that in the bidirected graph𝐺 , there exist two inverse edges 𝑏

M𝑓−−→ 𝑎 and 𝑑
L𝑔−→ 𝑐 for

the above edges. The bidirectedness achieves an over-approximation, which could lead to spurious

aliasing, as discussed by Xu et al. [2009, §4]. However, experimental results demonstrate that, in
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practice, the overall performance is better than the algorithms proposed by Sridharan et al. [2005]

and Sridharan and Bodík [2006].

If two variables may point to the same object at runtime, there exists a Dyck-path (a path with

its labels forming a Dyck-word) between the corresponding nodes. For instance, variables 𝑎 and

𝑒 may point to the same object in Figure 1a. In Figure 1b, there exists a Dyck-path 𝑎
L𝑔−→ 𝑥

M𝑔−→ 𝑒

connecting nodes 𝑎 and 𝑒 . The edge labels form a Dyck-word “L𝑔M𝑔”.

2.2 Bidirected Dyck-Reachability

Dyck-reachability can be solved by the general context-free language (CFL) reachability algo-

rithms [Reps 1998]. It is well-known that CFL-reachability exhibits a (sub)cubic time complex-

ity [Chaudhuri 2008]. For bidirected Dyck-reachability, Zhang et al. [2013] observed an interesting

equivalence property on bidirected graphs, which leads to an average𝑂 (𝑚 log𝑚)-time reachability

algorithm. Chatterjee et al. [2018] further proposed an 𝑂 (𝑚)-time algorithm and proved that the

algorithm is optimal for bidirected Dyck-reachability.

In fast bidirected Dyck-reachability algorithms [Chatterjee et al. 2018; Zhang et al. 2013], Dyck-

reachable node pairs (𝑢, 𝑣) form a binary relation Dyck(𝑢, 𝑣). On bidirected graphs, the Dyck

relation is an equivalence relation. Therefore, the main idea of the fast bidirected Dyck-reachability

algorithms [Chatterjee et al. 2018; Zhang et al. 2013] is to merge nodes 𝑢 and 𝑣 for all (𝑢, 𝑣) ∈ Dyck.
The algorithms eventually generate a merged graph 𝐺𝑚 where each node in 𝐺𝑚 represents a set of

Dyck-reachable nodes in 𝐺 . Figure 1c presents the merged graph 𝐺𝑚 for the graph 𝐺 in Figure 1b.

In Figure 1c, nodes 𝑎, 𝑒 and nodes 𝑏, 𝑑 are merged together, indicating that the nodes 𝑎, 𝑒 and nodes

𝑏, 𝑑 are Dyck-reachable from each other in Figure 1b.

2.3 Dynamic Bidirected Dyck-Reachability

In software development, it is useful that static analysis can respond to code changes. Moreover, an

efficient analysis algorithm can update the analysis results incrementally without re-computing

everything from scratch for each code update. Therefore, this paper considers the dynamic version

of bidirected Dyck-reachability and proposes an efficient algorithm with an 𝑂 (𝑚) pre-processing
time, an 𝑂 (𝑛 · 𝛼 (𝑛)) query time, and an 𝑂 (1) query time.

We motivate our dynamic bidirected Dyck-reachability using the concrete example in Figure 1a.

Given an initial graph𝐺 in Figure 1b, we first call a modified version of the optimal Dyck-reachability

algorithm to obtain the merged graph 𝐺𝑚 in Figure 1c. Suppose that we have a code change of

“removing the statement x.g = a on line 13”. It corresponds to deleting the edge 𝑎
L𝑔−→ 𝑥 (and its

inverse edge 𝑥
M𝑔−→ 𝑎) in 𝐺 (Figure 1b). Therefore, our algorithm needs to update the merged 𝐺𝑚 .

Naïve algorithm. Upon an edge deletion, the naïve approach to update the bidirected Dyck-

reachability result is to apply the optimal bidirected Dyck-reachability algorithm [Chatterjee et al.

2018] on the new graph in 𝑂 (𝑚) time. Specifically, it merges nodes 𝑎, 𝑒 and nodes 𝑏, 𝑑 again. To

merge these nodes together, it needs to traverse four edges 𝑎
L𝑓−−→ 𝑏, 𝑏

L𝑔−→ 𝑐 , 𝑑
L𝑔−→ 𝑐 and 𝑒

L𝑓−−→ 𝑑 to

find the Dyck-paths between them. Clearly, these nodes have already been merged based on the

original graph in Figure 1b. The edge traversals and node merging are redundant.

Our algorithm. Our dynamic algorithm is much more efficient. Instead of working on the input

graph 𝐺 from scratch, our algorithm works directly on the merged graph 𝐺𝑚 . Recall that every

node 𝑛′ in𝐺𝑚 represents a set of Dyck-reachable nodes in𝐺 . Our algorithm only splits nodes 𝑛′ in
𝐺𝑚 whose representing nodes contain the node pairs in the graph 𝐺 which become unreachable

after the edge deletion.
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The main challenge is to decide if the nodes in 𝐺𝑚 should be split upon an edge deletion. Our

key insight is to maintain a weight attribute for each edge in the merged graph 𝐺𝑚 . Specifically, if

there are 𝑘 edges in the input graph 𝐺 merged into the same edge 𝑒 in the merged graph 𝐺𝑚 , the

weight associated with edge 𝑒 is 𝑘 . In Figure 1c, the weight of edge {𝑎𝑒}
L𝑓−−→ {𝑏𝑑} is 2 because it is

the result of merging the two edges 𝑎
L𝑓−−→ 𝑏 and 𝑒

L𝑓−−→ 𝑑 . Similarily, the weight of edge {𝑎𝑒}
L𝑔−→ {𝑥}

is also 2. These edges indicate that there is more than one Dyck-path connecting the two nodes

𝑎, 𝑒 in the original graph. When the edge 𝑎
L𝑔−→ 𝑥 is deleted, the weight of {𝑎𝑒}

L𝑔−→ {𝑥} becomes

1. Our algorithm checks whether the node {𝑎𝑒} needs to be split. The weight associated with the

outgoing edge {𝑎𝑒}
L𝑓−−→ {𝑏𝑑} is greater than 1, which means that nodes 𝑎, 𝑒 can still be merged by

another Dyck-path without the deleted edge 𝑎
L𝑔−→ 𝑥 . Therefore, our dynamic algorithm terminates

and does not split node {𝑎𝑒} in 𝐺𝑚 .

Compared to the four edge traversals in the naïve approach, our dynamic algorithm only needs

to traverse one edge {𝑎𝑒}
L𝑓−−→ {𝑏𝑑} in 𝐺𝑚 . Moreover, our algorithm does not need to re-compute

the all-pairs reachability information.

3 PRELIMINARIES

This section introduces bidirected Dyck-reachability and its dynamic variant.

3.1 Bidirected Dyck-Reachability

A Dyck language generates a set of strings of properly matched parentheses. It can be used

to model pairs of matching actions in program analysis such as function calls/returns, pointer

references/dereferences, and field writes/reads. A Dyck language 𝐷 with 𝑘 different kinds of

parentheses can be defined by the following context-free grammar:

𝑆 ::= 𝑆𝑆 | L𝑖 𝑆 M𝑖 | 𝜖, for 𝑖 = 1, . . . , 𝑘 .

This paper considers the bidirected variant of Dyck-reachability. We first define bidirected graphs:

Definition 3.1 (Bidirected graphs). Consider a directed graph𝐺 = (𝑉 , 𝐸) with each edge labeled

by a symbol from the alphabet Σ of a Dyck language. The graph is bidirected iff

• for each open-parenthesis edge 𝑢
L𝑖−→ 𝑣 , there exists an inverse edge 𝑣

M𝑖−→ 𝑢 with the

corresponding close-parenthesis label, and

• for each close-parenthesis edge 𝑢
M𝑖−→ 𝑣 , there exists an inverse edge 𝑣

L𝑖−→ 𝑢 with the

corresponding open-parenthesis label.

Consider an edge-labeled graph 𝐺 with each edge labeled by a symbol from the alphabet Σ of a

Dyck language 𝐷 . Each path 𝑝 in 𝐺 can realize a word 𝑅(𝑝) by concatenating all edge symbols in

that path. We say a path is a Dyck-path if the corresponding realized word 𝑅(𝑝) is a Dyck-word.
Moreover, a node pair (𝑢, 𝑣) is Dyck-reachable iff there exists a Dyck-path from node 𝑢 to node 𝑣 in

𝐺 . We also say node 𝑣 is Dyck-reachable from 𝑢.

Definition 3.2 (Bidirected Dyck-reachability). Given a bidirected graph𝐺 defined in Definition 3.1,

compute all Dyck-reachable node pairs in 𝐺 .

Example 3.3. Consider the bidirected graph in Figure 1b. Node 𝑒 is Dyck-reachable from node 𝑎

due to the path 𝑎
L𝑔−→ 𝑥

M𝑔−→ 𝑒 . Based on Definition 3.1, there also exists a corresponding Dyck-path

𝑒
L𝑔−→ 𝑥

M𝑔−→ 𝑎. Therefore, node 𝑎 is Dyck-reachable from 𝑒 as well. Let Dyck(𝑢, 𝑣) denote a binary
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relation that represents Dyck-reachable node pairs. On bidirected graphs, the Dyck(𝑢, 𝑣) relation is

reflexive, symmetric, and transitive. Therefore, it is an equivalence relation [Zhang et al. 2013].

3.2 Dynamic Bidirected Dyck-Reachability

Dynamic bidirected Dyck-reachability extends Definition 3.2 such that the graph𝐺 is modified under

a sequence of edge insertions and deletions. Dynamic graph reachability can express incremental

program analysis problems in the presence of code changes.

Definition 3.4 (Dynamic bidirected Dyck-reachability). Dynamic bidirected Dyck-reachability

maintains all-pairs Dyck-reachability results in a bidirected graph 𝐺 under a sequence of graph

updates including the following opeartions.

• Edge insertion: insert an edge 𝑒 and its corresponding inverse edge 𝑒 ′ to 𝐺 .
• Edge deletion: delete an edge 𝑒 and its corresponding inverse edge 𝑒 ′ from 𝐺 .

After a graph update, we can query any Dyck-reachable pair based on the updated graph 𝐺 .

Different from static graph algorithms, the complexity description of dynamic graph algorithms

contains pre-processing time, update time, and query time.

Definition 3.5 (Complexity of dynamic graph reachability [Abboud and Williams 2014; Henzinger
et al. 2015]). The complexity description of dynamic graph reachability algorithms consists of the

following three components:

• The pre-processing time complexity 𝑝: The time complexity for computing the reachability

information on the initial graph. An initial graph can be empty.

• The update time complexity 𝑢: The time complexity for maintaining all-pairs reachability

after each graph update.

• The query time complexity 𝑞: The time complexity for answering a reachability query.

Therefore, the complexity of a dynamic graph reachability algorithm can be described as a tuple

(𝑝,𝑢, 𝑞). Note that in this work, we focus on dynamic bidirected Dyck-reachability algorithms with

constant query time 𝑞 = 𝑂 (1). For example, the naïve approach that re-runs the optimal bidirected

Dyck-reachability algorithm [Chatterjee et al. 2018] for each graph update exhibits a complexity

tuple of (𝑂 (𝑚),𝑂 (𝑚),𝑂 (1)).
4 DYNAMIC ALGORITHM FOR BIDIRECTED DYCK-REACHABILITY

This section presents our dynamic algorithm for bidirected Dyck-reachability. Our dynamic al-

gorithm can achieve 𝑂 (𝑚) pre-processing time, 𝑂 (𝑛 · 𝛼 (𝑛)) update time and 𝑂 (1) query time.

Section 4.1 provides an overview of our dynamic algorithms and briefly discusses the key insights.

Section 4.2 presents the dynamic algorithm for edge insertions. Section 4.3 describes the dynamic

algorithm for edge deletions. Finally, Section 4.4 analyzes the correctness and the complexity of the

proposed algorithms.

4.1 Overview

The dynamic algorithms take as input an initial bidirected graph and a sequence of edge insertions

and deletions that update the (possibly empty) initial graph. The algorithms maintain a set of

Dyck-reachable pairs to answer any reachability query in constant time after the graph updates.

The algorithms consist of three major components: pre-processing, update, and query. The pre-

processing step generates the initial Dyck-reachability results based on the initial graph. The update

component reads an edge insertion or deletion from the given sequence and updates the maintained

Dyck-reachability result accordingly. Finally, the query component answers reachability queries

between any nodes.
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Algorithm 1:Main Algorithm for Dynamic Bidirected Dyck-Reachability.

Input : Initial graph 𝐺 = (𝑉 , 𝐸) and an update sequence 𝑆

Output :Maintained merged graph 𝐺𝑚

1 Initialize the results to get the merged graph 𝐺𝑚 from the initial graph 𝐺

2 for operation 𝑜𝑝 (𝑒) in the sequence 𝑆 do
3 if 𝑜𝑝 is an insert oeperation then
4 Insert 𝑒 into the graph 𝐺

5 𝐺𝑚 ← DynamicInsertion (𝑒,𝐺,𝐺𝑚)
6 if 𝑜𝑝 is a delete operation then
7 Delete 𝑒 from the graph 𝐺

8 𝐺𝑚 ← DynamicDeletion (𝑒,𝐺,𝐺𝑚)

9 return 𝐺𝑚

edcba
L1 L2 L2 L1

Fig. 2. An input graph before deleting edge 𝑏
L2−−→ 𝑐 . The close-parenthesis edges are omitted for simplicity.

Our dynamic algorithms work directly on the merged graph 𝐺𝑚 . In the merged graph 𝐺𝑚 , each

node represents a set of nodes that are reachable to each other in the input graph 𝐺 [Chatterjee

et al. 2018; Zhang et al. 2013]. The key challenge arises when deleting an edge. Upon an edge

deletion, the algorithm needs to split nodes that are no longer reachable in the merged graph 𝐺𝑚 .

In particular, we need to find a termination condition for the recursive node splitting. We provide

an overview of our dynamic algorithms and present our idea for addressing the key challenge.

Pre-processing. The pre-processing step takes input graphs to generate the initial Dyck-reachability
results. The algorithm for this step is similar to a static algorithm for bidirected Dyck-reachability.

We use a modified version of the optimal bidirected Dyck-reachability algorithm [Chatterjee et al.

2018] for pre-processing.We denote this modified optimal Dyck-reachability as procedure Opt-Dyck′.
The modification for procedure Opt-Dyck’ is to maintain an extra attribute weight for edges in

the merged graph 𝐺𝑚 . In the merged graph 𝐺𝑚 , each edge 𝑒 represents a set of edges 𝐸𝑒 in the

input graph due to the merged nodes. We define the weight of 𝑒 as weight(𝑒) = |𝐸𝑒 |. The details of
maintaining the weight are discussed in Section 4.2.

Dynamic update. To update the reachability results efficiently, our dynamic update algorithms

work directly on the merged graph 𝐺𝑚 . We use the notation resp_node to represent the mapping

from nodes in the input graph 𝐺 to their representative merged nodes in 𝐺𝑚 . To maintain the

bidirected Dyck-reachability results, the dynamic update algorithms maintain the merged graph

𝐺𝑚 . The dynamic algorithm handles two types of graph updates: edge insertion and edge deletion.

For an edge insertion, the intuition is to insert the corresponding edge into the merged graph 𝐺𝑚

and then treat the newly merged graph 𝐺𝑚 as an input graph for the bidirected Dyck-reachability

algorithm. Section 4.2 discusses the details for handling edge insertions.

The key challenge is to handle dynamic updates for edge deletions. For each edge deletion, our

dynamic deletion algorithm splits the nodes in the graph that just became unreachable. The node

splitting is recursive on node predecessors.
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𝑐𝑏𝑑𝑎𝑒
L1 L2

(a) The merged graph.

𝑐

𝑏

𝑑

𝑎𝑒

L1
L1 L2

(b) After removing edge 𝑏
L2−−→ 𝑐 ,

split node 𝑏, 𝑑 .

𝑐

𝑏

𝑑

𝑎

𝑒

L1

L1
L2

(c) Recursively split node 𝑎, 𝑒 .

Fig. 3. Node splitting on merged graph.

Example 4.1 (Recursive node splitting). Consider an update to delete the edge 𝑏
L2−→ 𝑐 in the graph

in Figure 2.
1
Before the edge deletion, node pairs (𝑏, 𝑑) and (𝑎, 𝑒) are Dyck-reachable. Thus, in

the corresponding merged graph in Figure 3a, the nodes 𝑏, 𝑑 and nodes 𝑎, 𝑒 are merged together,

respectively. After deleting the edge 𝑏
L2−→ 𝑐 in the graph, there does not exist any Dyck-path.

Therefore, the node pairs (𝑏, 𝑑) and (𝑎, 𝑒) are no longer Dyck-reachable. As shown in Figure 3, the

dynamic algorithm first splits node {𝑏𝑑} and recursively splits its predecessor node {𝑎𝑒}.

However, two nodes can still be Dyck-reachable after the edge deletion. In this case, if the

dynamic algorithm splits them into two representative nodes, it has to merge them back later. We

consider this to be a redundant computation. To avoid any redundant computations, we should

not split the nodes in the graph with unchanged reachability results. As shown in Example 9, the

algorithm recursively splits the predecessors after splitting the current node. The key challenge is to

decide when to stop the recursive splitting in the dynamic algorithm for edge deletion. Our insight

for addressing the challenge is to use an attribute weight of the edges in𝐺𝑚 to help determine when

the splitting should terminate. The first observation is that, after an edge deletion, if a predecessor

node does not have an outgoing edge 𝑒 with weight(𝑒) ≥ 2, then there exists no other Dyck-path to

merge the nodes in the predecessor together. Therefore, the dynamic algorithm should recursively

split this predecessor node (Section 4.3).

Consider Example 9 again. After splitting node {𝑏𝑑}, node {𝑎𝑒} has outgoing edges {𝑎𝑒}
L1−→ 𝑏

and {𝑎𝑒}
L1−→ 𝑑 . The weight of edge {𝑎𝑒}

L1−→ 𝑏 is 1 because only one 𝑎
L1−→ 𝑏 edge in the original

graph is merged onto it. Similarly, the weight of the other edge {𝑎𝑒}
L1−→ 𝑑 is also 1. Because there

is no outgoing edge with weight greater than 1, the algorithm continues the node splitting. Thus,

the node {𝑎𝑒} needs to be split recursively.

Query. Given the merged graph𝐺𝑚 and the mapping resp_node, answering reachability queries is

straightforward. For a reachability query of two nodes 𝑢 and 𝑣 , we return whether resp_node(𝑢)
and resp_node(𝑣) are the same node in merged graph 𝐺𝑚 .

Main algorithm. Algorithm 1 presents themain algorithm for dynamic bidirectedDyck-reachability.

The algorithm takes as input an initial graph, an update sequence for the graph, and maintains

the merged graph for each edge update. Line 1 describes the pre-processing step, which calls the

optimal bidirected Dyck-reachability algorithm [Chatterjee et al. 2018]. Lines 2-8 perform the

dynamic updates based on the update sequence 𝑆 . The update is either an insertion or a deletion

with respect to an edge 𝑒 , representing the changes to be made in the input graph𝐺 . The algorithm

calls the corresponding dynamic algorithm for edge insertion and edge deletion accordingly.
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Algorithm 2: Dynamic Insertion for Bidirected Dyck-Reachability.

Input :Updated edge-labeled bidirected graph 𝐺 = (𝑉 , 𝐸),
The inserted edge 𝑒 = 𝑢

𝑙−→ 𝑣 in 𝐺 ,

The merged graph 𝐺𝑚 = (𝑉 ′, 𝐸 ′)
Output :Updated 𝐺𝑚

1 if 𝑢 is a new node in 𝐺 then
2 𝑉 ′ ← 𝑉 ′ ∪ {𝑢}
3 resp_node (u) = u

4 if 𝑣 is a new node in 𝐺 then
5 𝑉 ′ ← 𝑉 ′ ∪ {𝑣}
6 resp_node (v) = v

7 add edge 𝑒 ′ = resp_node (u)

𝑙−→ resp_node (v) in 𝐸 ′

8 Opt-Dyck’ (𝐺,𝐺𝑚)

9 return 𝐺𝑚

4.2 Dynamic Insertion Algorithm

The dynamic insertion algorithm maintains the updated merged graph 𝐺𝑚 after inserting the edge

𝑒 . In particular, it needs to insert a corresponding edge in the merged graph 𝐺𝑚 and invokes the

optimal bidirected Dyck-reachability algorithm variant Opt-Dyck’ on the merged graph𝐺𝑚 directly.

Optimal Dyck-reachability algorithm variant. The difference between the variant Opt-Dyck’

procedure and the original optimal bidirected Dyck-reachability algorithm [Chatterjee et al. 2018]

is that Opt-Dyck’ also needs to maintain an extra attribute weight for edges in the merged graph

𝐺𝑚 . The weight for each edge in the graph should be initialized to be 1 before the Dyck-reachability

algorithm starts. Procedure Opt-Dyck’ needs to update attribute weight whenever node merging

happens. When two nodes 𝑥,𝑦 are merged together, the incoming and outgoing edges of node

𝑥 are moved and become the incoming and outgoing edges of node 𝑦. The weights of the edges

are moved accordingly as well. In addition, for some incoming edge 𝑒1 = 𝑢 −→ 𝑥 or outgoing edge

𝑒2 = 𝑥 −→ 𝑣 of node 𝑥 , if the corresponding edges 𝑒3 = 𝑢 −→ 𝑦, 𝑒4 = 𝑦 −→ 𝑣 already exist, the

updated weights weight(𝑒3), weight(𝑒4) after the merging should be weight(𝑒1)+ weight(𝑒3) and
weight(𝑒2)+ weight(𝑒4) respectively. This modification does not affect the complexity of the optimal

algorithm.

Algorithm 2 describes the dynamic insertion algorithm. The algorithm takes an input graph 𝐺 ,

the inserted edge 𝑢
𝑙−→ 𝑣 and the merged graph 𝐺𝑚 as inputs and updates the merged graph 𝐺𝑚 .

• Lines 1-6 check whether the inserted edge 𝑒 involves any new nodes that do not exist in

the current graph 𝐺 . If there are such new nodes, the algorithm inserts the corresponding

nodes into the merged graph 𝐺𝑚 on lines 2 and 5. Then the algorithm updates the mapping

resp_node on lines 3 and 6.

• Lines 7-8 update the merged graph 𝐺𝑚 . In particular, line 7 adds the corresponding edge

𝑒 ′ for the inserted edge in the merged graph 𝐺𝑚 . The inserted edge in the merged graph

can possibly cause more merging in the graph. Line 8 uses the optimal bidirected Dyck-

reachability algorithm [Chatterjee et al. 2018] variant Opt-Dyck’ to perform the node merging

in 𝐺𝑚 . Opt-Dyck’ updates merged graph 𝐺𝑚 , which is the output of the edge insertion.

1
For brevity, we omit close-parenthesis edges in the bidirected graphs used in Section 4.
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Algorithm 3: Dynamic Deletion for Bidirected Dyck-Reachability.

Input :Updated edge-labeled bidirected graph𝐺 = (𝑉 , 𝐸) ,
The deleted edge 𝑒 = 𝑢

𝑙−→ 𝑣 in𝐺 ,

The merged graph𝐺𝑚 = (𝑉 ′, 𝐸′)
Output :Updated𝐺𝑚

1 Denote 𝑒 = 𝑢
𝑙−→ 𝑣

2 𝑢′ ← resp_node (u)

3 𝑣′ ← resp_node (v)

4 weight (𝑢′ 𝑙−→ 𝑣′) ← weight (𝑢′ 𝑙−→ 𝑣′) − 1

5 if weight (𝑢′
𝑙−→ 𝑣′) == 0 then

6 remove edge (𝑢′ 𝑙−→ 𝑣′) in𝐺𝑚

7 split_further (𝑢,𝐺,𝐺𝑚 )

8 split_further (𝑣,𝐺,𝐺𝑚 )

9 return𝐺𝑚

4.3 Dynamic Deletion Algorithm

The dynamic algorithm for edge deletion updates the merged graph 𝐺𝑚 by node splitting because

some of the reachable node pairs may become unreachable after the edge deletion. As discussed in

Section 4.1, these nodes need further split.

Challenge. As discussed in Example 9, nodes in the merged graph𝐺𝑚 need to split if their successor

node got split. A naïve approach is to split all nodes in the merged graph, equivalent to recomputing

everything from scratch. The key challenge of dynamic updates for edge deletion is to determine

the termination condition of the recursive node splitting. The insight of our algorithm is to use the

weight of the edges to decide when to terminate the node splitting to avoid redundant computation.

The weight of an edge 𝑒 ′ in the merged graph 𝐺𝑚 represents the number of edges in the input

graph 𝐺 that are merged into 𝑒 ′ in 𝐺𝑚 . For an edge 𝑒 ′, we denote 𝑆𝑒′ = {𝑒𝑖 = 𝑢𝑖
𝑙−→ 𝑣𝑖 }𝑖=1,...,𝑘

as the set of edges in 𝐺 that are merged into 𝑒 ′ in 𝐺𝑚 . If the weight satisfies the condition of

weight(𝑒 ′) = |𝑆𝑒′ | > 1, there exists at least one Dyck-path that merges the set of nodes {𝑢𝑖 }𝑖=1,...,𝑘
together in 𝐺𝑚 . We describe this condition on edges as a weight condition and further develop a

splitting condition to decide when to split nodes.

Definition 4.2 (Weight condition). For an edge 𝑒 ′ in 𝐺𝑚 and the set of edges 𝑆𝑒′ = {𝑒𝑖 = 𝑢𝑖
𝑙−→

𝑣𝑖 }𝑖=1,...,𝑘 merged into 𝑒 ′, if weight(𝑒 ′) > 1, we say the edge 𝑒 ′ satisfies the weight condition. If 𝑒 ′

satisfies the weight condition, after running the dynamic Dyck-reachability algorithm, the nodes

{𝑢𝑖 }𝑖=1...𝑘 should be in the same node in the maintained 𝐺𝑚 .

Definition 4.3 (Split condition and splitting restriction relation). For a node 𝑢 ′ in the merged graph

𝐺𝑚 , each of its outgoing edges {𝑒 ′𝑖 }𝑖 satisfying the weight condition generates a set of nodes {𝑢𝑖 𝑗 } 𝑗
described in Definition 4.2. The node set {𝑢𝑖 𝑗 } 𝑗 should not get split by the algorithm. We define

these sets as splitting restriction sets. Two nodes 𝑣1, 𝑣2 in the same splitting restriction sets satisfy

the splitting restriction relation. After an edge deletion, the node 𝑢 ′ should be split into two nodes

𝑢 ′
1
and 𝑢 ′

2
if satisfying the following split condition: (1) Nodes 𝑢 ′

1
, 𝑢 ′

2
are the merging nodes for two

disjoint non-empty node sets𝑉1,𝑉2 in𝐺 , respectively; and (2) there exists no node pair (𝑣1, 𝑣2) with
𝑣1 ∈ 𝑉1, 𝑣2 ∈ 𝑉2 such that 𝑣1, 𝑣2 satisfy the splitting restriction relation.

Example 4.4 (Node splitting using weight condition). Consider the input graph 𝐺 in Figure 4a

and an update of deleting the edge 𝑑
L1−→ 𝑏 in 𝐺 . The first graph in Figure 4b presents the merged
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Procedure 4: split_further(𝑢,𝐺,𝐺𝑚)
Input :𝑢 The node in𝐺′ to split on

𝐺 : the input graph after the edge deletion

𝐺𝑚 : the merged graph

Output :𝐺𝑚 : the merged graph after the node splitting on 𝑢

1 orig_respnode← resp_node (u)

2 nodes← {𝑣 | resp_node(𝑣) = orig_respnode}
3 groups← make-disjoint-set(nodes)

4 for outgoing edge 𝑒′ from resp_node (𝑢) with weight (𝑒′) = 𝑘 > 1 do

5 let {𝑒𝑖 = 𝑠𝑖
𝑙−→ 𝑡𝑖 }𝑖=1...𝑘 be the set of edges merged into 𝑒′

6 groups.join({𝑠𝑖 }𝑖=1...𝑘 )
7 if groups only has one partition then
8 return𝐺𝑚

9 split resp_node (𝑢) into groups.partitions

10 update the resp_node mapping accordingly

11 𝑉 ′ = 𝑉 ′ ∪ groups.partitions \{resp_node(𝑢) }

12 for 𝑒′ = 𝑤
𝑙−→ orig_respnode in 𝐸′ do

13 weight (resp_node(𝑤) 𝑙−→ orig_respnode) = 0

14 remove edge resp_node(𝑤) 𝑙−→ orig_respnode in𝐺𝑚

15 let {𝑒𝑖 = 𝑠𝑖
𝑙−→ 𝑡𝑖 }𝑖=1...𝑘 be the set of edges merged into 𝑒′

16 for node 𝑣 in partitions 𝑃 of groups with the multiset 𝑃 ∩ {𝑠𝑖 }𝑖 ≠ ∅ do

17 add resp_node (𝑤) 𝑙−→ 𝑣 in 𝐸′

18 weight (resp_node (𝑤) 𝑙−→ 𝑣) = |𝑃 ∩ {𝑠𝑖 }𝑖 |

19 for 𝑒′ = orig_respnode

𝑙−→ 𝑤 in 𝐸′ do

20 weight (orig_respnode

𝑙−→ resp_node(𝑤)) = 0

21 remove edge orig_respnode

𝑙−→ resp_node(𝑤) in𝐺𝑚

22 let {𝑒𝑖 = 𝑠𝑖
𝑙−→ 𝑡𝑖 }𝑖=1...𝑘 be the set of edges merged into 𝑒′

23 for node 𝑣 in partitions 𝑃 of groups with the multiset 𝑃 ∩ {𝑠𝑖 }𝑖 ≠ ∅ do

24 add 𝑣
𝑙−→resp_node (𝑤) in 𝐸′

25 weight (𝑣
𝑙−→resp_node (𝑤)) = |𝑃 ∩ {𝑠𝑖 }𝑖 |)

26 for node 𝑤 in predecessors of 𝑢 in𝐺′ before the splitting do
27 split_further (w,𝐺,𝐺𝑚 )

28 return𝐺𝑚

graph 𝐺𝑚 for Figure 4a before the deletion of edge 𝑑
L1−→ 𝑏. After the edge deletion, in the merged

graph 𝐺𝑚 , node {𝑎𝑐𝑑 𝑓 } still has two outgoing edges {𝑎𝑐𝑑 𝑓 }
L1−→ 𝑏 and {𝑎𝑐𝑑 𝑓 }

L2−→ 𝑒 with weight 2.

As described in Definition 4.3, both edges satisfy the weight condition and each edge generates a

splitting restriction set. The splitting restriction set of edge {𝑎𝑐𝑑 𝑓 }
L1−→ 𝑏 is {𝑎, 𝑐} and the splitting

restriction set of {𝑎𝑐𝑑 𝑓 }
L2−→ 𝑒 is {𝑑, 𝑓 }. By splitting the node {𝑎𝑐𝑑 𝑓 } into two nodes {𝑎𝑐} and {𝑑 𝑓 },

the split condition in Definition 4.3 is satisfied because {𝑎, 𝑐} and {𝑑, 𝑓 } are non-empty disjoint sets,

and there exists no node pair (𝑣1, 𝑣2) ∈ {𝑎, 𝑐} × {𝑑, 𝑓 } with 𝑣1, 𝑣2 in the same splitting restriction

set. Thus the algorithm splits the node {𝑎𝑐𝑑 𝑓 } into {𝑎𝑐} and {𝑑 𝑓 } as shown in Figure 4b.
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Fig. 4. The illustrative example for node splitting condition.

Algorithm 3 presents the details of the dynamic algorithm for edge deletions. The algorithm

takes the original graph 𝐺 , the deleted edge 𝑢
𝑙−→ 𝑣 and the merged graph 𝐺𝑚 as input, and then

generates the updated merged graph 𝐺𝑚 . The algorithm consists of two major components: the

edge deletion part and the splitting part. We describe each step in detail.

The splitting algorithm. Procedure 4 presents the splitting algorithm, which takes as input a

specified node 𝑢 to split in 𝐺𝑚 , the input graph 𝐺 , and the merged graph 𝐺𝑚 . It splits the node

𝑢 and performs the subsequent splitting in𝐺𝑚 . If the splitting condition is satisfied, Procedure 4

splits the nodes and updates the edges and their weight accordingly. The splitting procedure calls

itself on the predecessor nodes recursively. Specifically,

• Lines 1-11 split the node 𝑢 in the merged graph. The algorithm first decides the result nodes

of the splitting in lines 1-6. The variable groups represents a disjoint-set of nodes in the

merged node. The nodes in the same partition in groups should satisfy the splitting restriction

relation and remain merged together during the node splitting. Then in lines 4-6 the algorithm

iterates over the edges 𝑒 ′ in 𝐺𝑚 satisfying the weight condition. Each edge 𝑒 ′ satisfying the

weight condition generates a splitting restriction set. We keep the splitting restriction set

in the variable group, line 6 joins the set of nodes in the same splitting restriction set in

groups. The splitting condition is not satisfied if all the nodes in the groups are in the same

splitting restriction set. In this case, the split_further function stops at line 8. Otherwise

the algorithm splits the node 𝑢. Lines 9-11 split the node according to the splitting restriction

set in groups and update the representative node mapping resp_node.

• Lines 12-25 update the edges in the merged graph after the node splitting. Specifically, lines 12-

18 update the incoming edges to the new node and modify their weights accordingly in the

graph. Lines 19-25 update the outgoing edges and their weights in the merged graph.

• Lines 26-27 recursively split the predecessor nodes of 𝑢.

The deletion algorithm. Algorithm 3 presents the dynamic deletion algorithm. The deletion

algorithm deletes an edge according to the input sequence and calls the split_further procedure

to split the nodes. In Algorithm 3, lines 2-3 find the corresponding nodes 𝑢 ′ =resp_node(𝑢), 𝑣 ′ =
resp_node(𝑣) that nodes 𝑢, 𝑣 are merged into in graph 𝐺𝑚 . The weight of the corresponding 𝑒 ′ in
𝐺𝑚 of the deleted edge 𝑒 is decremented in line 4. If the weight reaches 0, the edge is deleted. Lines

7-8 split nodes 𝑢, 𝑣 from the merged nodes 𝑢 ′, 𝑣 ′ and also perform the subsequent splitting.

Example 4.5. We illustrate the algorithm on the graph in Example 4.4. Consider the case where

the dynamic algorithm handles an edge deletion for edge 𝑒 = 𝑑
L1−→ 𝑏. In lines 2-3 of the Algorithm 3,
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the dynamic algorithm identifies the corresponding edge 𝑒 ′ = {𝑎𝑐𝑑 𝑓 }
L1−→ 𝑏. The weight of 𝑒 ′ is

decremented by 1 in line 4. Then, the split_further procedure runs on the node {𝑎𝑐𝑑 𝑓 }.
In lines 4-6 of Procedure 4, node {𝑎𝑐𝑑 𝑓 } has two outgoing edges satisfying the weight condition.

After the edge deletion, the first outgoing edges {𝑎𝑐𝑑 𝑓 }
L1−→ 𝑏 is merged by 𝑎

L1−→ 𝑏 and 𝑐
L1−→ 𝑏. Thus

it generates a splitting restriction set {𝑎, 𝑐} in line 6. Similarly, the outgoing edge {𝑎𝑐𝑑 𝑓 }
L2−→ 𝑒 is

merged by 𝑑
L2−→ 𝑒 and 𝑓

L2−→ 𝑒 . The splitting restriction set for {𝑎𝑐𝑑 𝑓 }
L2−→ 𝑒 is {𝑑, 𝑓 }. The splitting

condition is satisfied, and the node {𝑎𝑐𝑑 𝑓 } is split into two nodes {𝑎𝑐} and {𝑑 𝑓 }. Because {𝑎𝑐𝑑 𝑓 }
node has no incoming edges, lines 12-18 are skipped. Then, lines 19-25 update the edge {𝑎𝑐𝑑 𝑓 }

L2−→ 𝑒

to {𝑑 𝑓 }
L2−→ 𝑒 and all the edge weights are updated as well. Finally, lines 26-28 recursively split

the predecessor nodes of {𝑎𝑐𝑑 𝑓 }. Because the node {𝑎𝑐𝑑 𝑓 } does not have any predecessors, the

recursive node splitting terminates.

4.4 Algorithm Analysis

4.4.1 Correctness. In this section, we show the correctness of our dynamic bidirected Dyck-

reachability algorithm. The correctness of the pre-processing and the query algorithm is immediate.

Thus, we focus on establishing the correctness of the dynamic updates.

Recall that there are two types of graph updates: edge insertions and edge deletions. We first

show the correctness of the dynamic update for edge insertions.

Lemma 4.6. For an edge insertion, the dynamic algorithmmaintains the bidirected Dyck-reachability
result correctly, i.e., two nodes are Dyck-reachable in 𝐺 iff they are in the same merged node in the
maintained merged graph 𝐺𝑚 ,

Proof. Algorithm 2 handles the update of edge insertion for the edge 𝑒 in the dynamic algorithm.

Algorithm 2 only inserts the corresponding edge 𝑒 ′ of 𝑒 in the merged graph and then calls

the procedure Opt-Dyck’. The soundness and completeness of the maintained merged graph is

guaranteed due to the Lemmas 3.1 and 3.2 in the work of Chatterjee et al. [2018].

□

Algorithm 3 handles the graph updates for edge deletions. To prove the correctness of Algorithm

3, we first show that after deleting an edge from graph𝐺 , the deletion algorithm correctly maintains

the merged graph 𝐺𝑚 . We discuss the correctness of the reachability between an arbitrary node

pair (𝑢, 𝑣) in the graph 𝐺 based on three cases.

• Before the edge deletion, nodes 𝑢, 𝑣 are Dyck-reachable. After the edge deletion, 𝑢, 𝑣 are still

Dyck-reachable. This case is discussed in Lemma 4.7.

• Before the edge deletion, nodes 𝑢, 𝑣 are Dyck-reachable.After the edge deletion, 𝑢, 𝑣 are no

longer Dyck-reachable. Lemma 4.8 covers the correctness for this case.

• Before the edge deletion, nodes 𝑢, 𝑣 are not Dyck-reachable. After the edge deletion, 𝑢, 𝑣 are

still not Dyck-reachable. This case is discussed in Lemma 4.9.

Notice that edge deletions do not introduce new Dyck-paths in the graph, thus it is impossible that

two nodes that are initially not Dyck-reachable become Dyck-reachable after the edge deletion.

Lemma 4.7. For any two distinct nodes 𝑢, 𝑣 that are Dyck-reachable, and still Dyck-reachable after
the deletion of an arbitrary edge, Algorithm 3 maintains the merged graph 𝐺𝑚 such that 𝐺𝑚 satisfies
resp_node(𝑢) == resp_node(𝑣).
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𝑢𝑣 𝑎· · · 𝑏 · · · 𝑐

𝑑 · · · 𝑠 𝑡
𝑒

Fig. 5. Illustration for Lemma 4.7: Algorithm 3 does not split reachable node pair (𝑢, 𝑣).

𝑢𝑣 𝑎1𝑎2· · · 𝑏1𝑏2

𝑑

· · · 𝑠𝑠2 𝑡𝑡2 𝑔· · ·𝑒

Fig. 6. Illustration for Lemma 4.8: Procedure 4 works on node pair (𝑢, 𝑣) which is Dyck-reachable before the

edge insertion but no longer reachable after the deletion.

Proof. Because nodes 𝑢, 𝑣 are Dyck-reachable before and after the deletion of edge 𝑒 = 𝑠
𝑙−→ 𝑡

there exists a Dyck-path 𝑃 between 𝑢, 𝑣 such that 𝑃 does not involve 𝑒 . Figure 5 depicts this

situation. Suppose the path {𝑢𝑣} −→ · · · −→ 𝑎 −→ 𝑏 −→ · · · −→ 𝑐 −→ · · · −→ 𝑏 −→ 𝑎 −→ · · · −→ {𝑢𝑣} is
the corresponding Dyck-path 𝑃 ′ in the merged graph 𝐺𝑚 . Algorithm 3 applies the node splitting

algorithm recursively along the predecessor nodes. Suppose that node 𝑎 in the path 𝑃 ′ is the
first predecessor of nodes 𝑠, 𝑡 and Algorithm 3 tries to split node 𝑎. Because weight(𝑎 −→ 𝑏) > 1,

which satisfies the weight condition , the corresponding node of 𝑎 in path 𝑃 do not get split. This

guarantees that the nodes 𝑢, 𝑣 remain in the same node in 𝐺𝑚 . □

Lemma 4.8. For two distinct nodes 𝑢, 𝑣 that are Dyck-reachable before the deletion of edge 𝑒 = 𝑠
𝑙−→ 𝑡 ,

but no longer Dyck-reachable after the edge deletion. Algorithm 3 splits these two nodes 𝑢, 𝑣 such that
resp_node(𝑢) ≠ resp_node(𝑣).

Proof. We prove the lemma by contradiction. Because𝑢, 𝑣 are Dyck-reachable before the deletion

of 𝑒 = 𝑠
𝑙−→ 𝑡 but no longer reachable after the edge deletion, all Dyck-paths between 𝑢, 𝑣 must

include the edge 𝑠
𝑙−→ 𝑡 . For an arbitrary Dyck-path 𝑃 between 𝑢, 𝑣 , the path 𝑃 must contain the

edge 𝑒 . Figure 6 depicts the situation. We denote an arbitrary Dyck-path 𝑃 = 𝑢 −→ · · · −→ 𝑎1 −→ 𝑏1
−→ · · · −→ 𝑠 −→ 𝑡 −→ · · · −→ 𝑔 −→ · · · −→ 𝑡2 −→ 𝑠2 −→ · · · −→ 𝑏2 −→ 𝑎2 −→ · · · −→ 𝑣 in 𝐺 . Without loss of

generality, we omit the edge labels. Algorithm 3 tries to split nodes recursively from the node

{𝑠𝑠2} to {𝑢𝑣} along the path. For the sake of contradiction, suppose that the nodes 𝑢, 𝑣 are still in
the same node,i.e.resp_node(𝑢) =resp_node(𝑣), after the update. This indicates the node splitting
terminates early along the path to {𝑢𝑣}. Suppose that the splitting terminates at node {𝑎1𝑎2}. Then,
there must exist an outgoing edge {𝑎1𝑎2} −→ 𝑑 with weight greater than 1 to keep the nodes 𝑎1𝑎2
merged together. This means there exists a Dyck-path using nodes in the merged node 𝑑 , which

is a new Dyck-path that does not involve 𝑒 . Notice that if the new Dyck-path using nodes in the

merged node 𝑑 still involves 𝑒 , we can apply the same argument repetitively until we find the

Dyck-path that does not involve 𝑒 . Because we have a Dyck-path between 𝑢, 𝑣 that does not involve

𝑒 , it contradicts the hypothesis. □

Lemma 4.9. Let 𝑢, 𝑣 be two distinct nodes that are not Dyck-reachable before and after the edge
deletion. When Algorithm 3 terminates, resp_node(𝑢) ≠ resp_node(𝑣).

This lemma is straightforward because Algorithm 3 does not merge nodes.
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Theorem 4.10. After an edge insertion or edge deletion, two nodes 𝑢, 𝑣 in the input graph 𝐺 are
Dyck-reachable, if and only if resp_node(𝑢) = resp_node(𝑣) after applying the dynamic bidirected
Dyck-reachability algorithm.

Proof. The theorem follows immediately from Lemmas 4.7, 4.8 and 4.9. □

As the merged graph 𝐺𝑚 is updated correctly, the correctness of the algorithm follows.

Corollary 4.11 (Correctness of dynamic algorithm). Algorithm 1 maintains the bidirected
Dyck-reachability result correctly for given graph update sequences.

4.4.2 Complexity. Before presenting the running time complexity for our algorithm, we first show

that our dynamic algorithm does not have any redundant computation.

Definition 4.12 (Redundant computation). There are two types of redundant computation in

dynamic Dyck-reachability algorithm:

• Handling edge insertions. Consider two nodes 𝑢, 𝑣 that are Dyck-reachable before the inser-

tion. If the dynamic algorithm merges the two nodes 𝑢, 𝑣 again in the merged graph 𝐺𝑚 , the

merging between 𝑢, 𝑣 is considered as redundant computation.

• Handling edge deletions. If two Dyck-reachable node are split in the merged graph in the

algorithm and later merged back together. The splitting and the merging for these nodes are

considered redundant computation in the algorithm.

Theorem 4.13 (No redundant computation). There is no redundant computation defined in
Definition 4.12 in Algorithm 1.

Proof. To illustrate there exists no redundant computation in Algorithm 1, it suffices to show

that the there is no redundant computation in the dynamic insertion and deletion algorithms, i.e.,
Algorithm 2 and Algorithm 3. We first consider Algorithm 2, this dynamic insertion algorithm uses

the merged graph𝐺𝑚 with an inserted edge as inputs for the Opt-Dyck’ procedure. If two nodes 𝑢, 𝑣

are Dyck-reachable in the graph 𝐺 , they are in the same node in 𝐺𝑚 before the insertion. Because

Opt-Dyck’ does not split nodes, thus nodes 𝑢, 𝑣 do not get merged again. Therefore, there is no

redundant computation in Algorithm 2 for edge insertions. Algorithm 3 handles edge deletions.

When two nodes 𝑢, 𝑣 are merged together, the weight always increases for at least one edge.

Specifically, the weight of the edge that introduces the merging increases. In the dynamic update

for edge deletions, edge weights only decrease except for lines 18 and 25. Because the sum of

the weights of the new edges in lines 18 and 25 is the weight of the edge 𝑒 ′ in line 12 and 19,

respectively, which gets deleted in lines 14 and 21. The weights associated with these two lines still

decrease. Thus the dynamic algorithm does not merge any nodes. As Corollary 4.11 guarantees

the correctness of the algorithm, there is no redundant computation for edge deletion updates. In

conclusion, there is no redundant work in the dynamic bidirected Dyck-reachability algorithm. □

Next, we focus on the update complexity of the dynamic algorithm. We first introduce a key

quantitative relation between the input graph 𝐺 and the merged graph 𝐺𝑚 .

Lemma 4.14. The edge number |𝐸 ′ | of the merged graph 𝐺𝑚 is 𝑂 (𝑛) where 𝑛 = |𝑉 | is the node
number in the input graph 𝐺 .

Proof. We partition the edge set 𝐸 ′ into 𝑘 distinct sets {𝐸 ′𝑖 }𝑖=1...𝑘 . For the directed merge graph

𝐺𝑚 , we have that
∑

𝑣∈𝑉 𝑑𝑖𝑛 (𝑣) = |𝐸 ′ |𝑖 for each type of parentheses. For each type of parentheses,

the in-degree of an arbitrary node 𝑑in (𝑣) ≤ 1. Therefore, it follows that

∑
𝑣∈𝑉 𝑑𝑖𝑛 (𝑣) is𝑂 ( |𝑉 |). With

𝑘 sets of edges, |𝐸 ′ | is still 𝑂 ( |𝑉 |). □
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Lemma 4.15. The dynamic algorithm for edge insertion has a complexity of 𝑂 (𝑛).

Proof. This follows from the complexity of the Opt-Dyck’ algorithm. Its complexity has been

shown to be linear to the edge number in the merged graph𝐺𝑚 [Chatterjee et al. 2018]. According

to the Lemma 4.14, the complexity is linear to the node number in 𝐺 . □

Lemma 4.16. The time complexity of the dynamic algorithm for edge deletion is 𝑂 (𝑛 · 𝛼 (𝑛)) where
𝑛 is the number of nodes in the input graph.

Proof. Wefirst analyze the complexity for procedure split_further. The procedure split_further

recursively runs on the predecessors of the nodes. We first claim that the number of the recursive

runs of split_further is 𝑂 ( |𝑉 ′ |) where 𝑉 ′ is the node set of the updated merged graph 𝐺𝑚 . It is

due to the property that if the split_further procedure does not split nodes, as shown in lines 7-8,

then the procedure terminates early and stops the recursive runs. Thus, the number of runs of

procedure split_further is bounded by the node number changes in the merged graph, which is

𝑂 ( |𝑉 ′ |). In lines 4-6, the number of iteration depends on the number of outgoing edges for 𝑣 ′, so
the complexity is bounded by the out-degree 𝑑out (𝑣 ′) in𝐺𝑚 . This means the total execution time of

lines 4-6 is 𝑂 ( |𝐸 ′ |). Because the join operation of disjoint-set is 𝑂 (𝛼 (𝑛)) [Tarjan 1975], the total

running time for these lines is𝑂 (𝑛 ·𝛼 (𝑛)). For the weight update, lines 12-18 and lines 19-25 iterate
on the incoming and outgoing edges in the merged graph 𝐺𝑚 . Thus, lines 12-18 and lines 19-25

execute 𝑂 ( |𝐸 ′ |) times during all executions of split_further, so the running time for these lines is

bounded by 𝑂 (𝑛) as well. Finally, as we discussed the total number of executions of split_further

is 𝑂 (𝑛), the total running time of lines 26-28 is also bounded by 𝑂 (𝑛). In conclusion, the total

running time for split_further during all executions is 𝑂 (𝑛 · 𝛼 (𝑛)). With the constant running

time of the deletion algorithm in lines 1-9, the overall running time of the dynamic algorithm for

edge deletion is 𝑂 (𝑛 · 𝛼 (𝑛)) □

Theorem 4.17. The time complexity of the dynamic insertion and dynamic deletion algorithm of
bidirected Dyck-reachability is 𝑂 (𝑛 · 𝛼 (𝑛)) where 𝑛 is the number of nodes in the input graph and
𝛼 (𝑛) is the inverse Ackermann function.

Proof. It follows from Lemmas 4.15 and 4.16 immediately. □

5 EVALUATION

This section evaluates the performance of our dynamic bidirected Dyck-reachability algorithms.

We compare our dynamic algorithms against an incremental Datalog engine (DDlog) [Ryzhyk and

Budiu 2019]. Incremental computation based on Datalog is perhaps the most popular approach for

incremental program analysis. DDlog and LogiQL (a commercial product of LogicBlox) are two

popular incremental Datalog solvers. We choose DDlog because it is more recent and it is publicly

available.
2
We describe four evaluated algorithms as follows.

• DynDyck. Our dynamic algorithm described in Algorithm 1. The algorithm processes each

graph update in 𝑂 (𝑛 · 𝛼 (𝑛)) time.

• DynDyck𝑛 . The naïve dynamic algorithm by running the optimal Dyck-reachability [Chat-

terjee et al. 2018] for each update. It processes each graph update in 𝑂 (𝑚) time.

• DDlog. The incremental Datalog solver which only performs the minimum computation

necessary to handle each graph update.

• DDlog𝑛 . The naïve Datalog approach that recomputes everything (by running DDlog) from

scratch upon each update.

2
https://github.com/vmware/differential-datalog.
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Table 1. Benchmark statistics and running time for alias analysis.

Subject # Node # Edges # Fields 𝑇Dyck (s) 𝑇DDlog (s)

antlr 23031 21353 1246 0.42 215.63

bloat 26656 23598 1360 0.45 221.50

chart 51356 44501 3132 0.85 1193.37

eclipse 24004 21943 2857 0.49 216.40

fop 46253 39125 2857 0.79 809.11

hspldb 21646 20271 1160 0.36 214.41

jython 28033 24889 1398 0.52 215.46

luindx 22631 20915 1228 0.41 214.75

lusearch 23344 21569 1275 0.43 215.02

pmd 24586 22522 1322 0.51 218.17

xalan 21574 20186 1152 0.49 221.26

Table 2. Benchmark statistics and running time for data-dependence analysis.

Subject # Node # Edges # Client Edges # Parens 𝑇Dyck (s) 𝑇DDlog (s)

btree 1811 1757 455 801 0.01 0.03

sample 931 834 11 389 0.02 0.02

mushroom 899 809 1 376 0.02 0.02

parser 1686 1561 27 690 0.02 0.03

check 5240 5267 1304 2167 0.07 0.07

compiler 4189 4101 184 1646 0.05 0.06

compress 4375 4238 341 1721 0.05 0.06

crypto 6202 6300 1464 2540 0.08 0.09

derby 6116 5948 371 2358 0.08 0.08

helloworld 4074 3969 89 1596 0.05 0.06

mpegaudio 9650 9391 1978 3564 0.11 0.12

scimark 4583 4429 477 1782 0.05 0.06

startup 5493 5367 280 2165 0.07 0.07

sunflow 3891 3792 31 1520 0.05 0.05

xml 23922 24391 806 9128 0.34 0.31

In the experiments, we focus on evaluating two aspects of the dynamic algorithms: efficiency and

scalability. For efficiency, we focus on demonstrating the benefits of dynamic algorithms, i.e., the
speedups of DynDyck and DDlog over DynDyck𝑛 and DDlog𝑛 , respectively. For scalability, we

focus on illustrating the running time increase based on the length of update operations. Finally, we

evaluate all algorithms based on three settings: (1) Incremental setting (Section 5.2). We randomly

insert all edges to initially empty graphs; (2) Decremental setting (Section 5.3). We randomly delete

edges from the original graphs; and (3) Mixed setting (Section 5.4). We interleave edge insertions

and edge deletions randomly in the graph.

5.1 Experimental Setup

Benchmarks. We use two sets of benchmark programs in our evaluation.

• Alias analysis. We first consider a context-insensitive alias analysis for Java in the standard

DaCapo suite [Blackburn et al. 2006]. The analysis problem has been formulated as a bidirected

Dyck-reachability problem [Yan et al. 2011; Zhang et al. 2013]. Specifically, the analysis utilizes

Dyck-reachability to model field-sensitivity. The “L𝑖”-labeled edges depict field writes and

the “M𝑖”-labeled edges field reads in Java. We obtain the Symbolic Points-to Graphs using

the tool described in the work of Yan et al. [2011]. Table 1 presents the basic statistics of the

graphs in this benchmark, including the node number, edge number and the total number of

different fields for each benchmark. We also apply the optimal bidirected Dyck-reachability

algorithm [Chatterjee et al. 2018] and the Datalog solver DDlog on the benchmark graphs. The

performance of the two algorithms are reported in 𝑇Dyck and 𝑇DDlog columns of Table 1. For

this benchmark, the Dyck-reachability is on average 617× faster than the Datalog approach.
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• Data-dependence analysis. In addition, we evaluate the dynamic algorithms using a context-

sensitive data-dependence analysis described in the work of Tang et al. [2015]. The analysis

utilizes Dyck-reachability to model context-sensitivity. Specifically, the “L𝑖”-labeled edges

depict function calls and the “M𝑖”-labeled edges function returns. We apply the analysis

to the same benchmark programs given in the reference paper [Tang et al. 2015], which

consists of 11 Java programs from SPECjvm2008
3
and four randomly selected programs from

GitHub. Note that the input graphs considered in the original work are directed graphs. In our

experiment, we use the relaxed bidirected graphs as an over-approximation for the analysis.

The programs considered in this benchmark are relatively small. We choose the second

benchmark because the Datalog approach ran out of time in the first benchmark. In this

benchmark, the edges in the input graphs fall into two categories. The first category contains

edges that encode information about the library code. The second category contains edges

that encode information about client code and interactions between libraries and clients.

Table 2 presents the statistics of the graphs extracted from the benchmark, including the node

number, edge number, the number of client-related edges and the number of parenthesis

types. Similarily, we evaluated the static algorithm of Dyck-reachability and Datalog on

the benchmark graphs. The 𝑇Dyck and 𝑇DDlog columns report the performance result. In this

benchmark, the two (static) algorithms have a similar performance. The bidirected Dyck-

reachability algorithm is 1.23× faster than the Datalog solver on average.

Datalog approach for Dyck-reachability. In our experiments, we compare the performance of

our dynamic bidirected Dyck-reachability algorithm against Differential Datalog [Ryzhyk and Budiu

2019], a recent incremental Datalog engine. Logic programming has widely been applied to static

analysis problems [Bravenboer and Smaragdakis 2009; Madsen et al. 2016; Reps 1993] and Datalog

is one of the popular declarative logic programming languages. We translate the bidirected Dyck-

reachability problem to a corresponding Datalog program. Specifically, the labeled edges in the

input graphs can be translated to relations in Datalog programs. For example, we use the relations

open(𝑢, 𝑖, 𝑣) and close(𝑢, 𝑖, 𝑣) to present edges𝑢
L𝑖−→ 𝑣 and𝑢

M𝑖−→ 𝑣 in the input graph, respectively. The

Dyck grammar can be represented as three Datalog rules “S(𝑢, 𝑣) :– open(𝑢, 𝑖, 𝑎) 𝑆 (𝑎, 𝑏) close(𝑏, 𝑖, 𝑣)”,
“S(𝑢, 𝑣) :– S(𝑢, 𝑎) 𝑆 (𝑎, 𝑣)”, and “S(𝑢, 𝑣) :– epsilon(𝑢, 𝑣)”. The DDlog solver offers a commit command

for expressing incremental changes in the inputs. To capture the dynamic updates in the input

graphs, we add the commit command after each edge insertion and deletion. Finally, the edge

insertions and deletions are encoded as commands insert and delete in DDlog, respectively,

according to its documentation.
4
As our proposed algorithms are sequential algorithm, we compare

against the sequential version of DDlog.

Sequence generation. Both the Dyck-reachability algorithm and Datalog implementation take as

input an initial graph and a sequence of edge insertion and deletion operations. We generate three

different types of operation sequences: incremental, decremental, and mixed sequences.

• Incremental Sequences. The goal of executing the incremental sequences is to explore the

performance of the dynamic algorithm for edge insertions. For each input graph in the two

benchmarks, we generate an incremental sequence by inserting all edges into an initially

empty graph in a random order.

• Decremental Sequences. We design the decremental sequences to evaluate the performance of

the dynamic algorithm for edge deletions. The decremental sequences simulate the situation

of code deletions. In the first benchmark, algorithms take the complete input graphs from

3
https://www.spec.org/jvm2008/.

4
https://github.com/vmware/differential-datalog/blob/master/doc/command_reference/command_reference.md.
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Table 3. Running time of DynDyck and DDlog

over incremental and decremental sequences for

programs in the alias analysis benchmark.

Subject

DynDyck Time (s) DDlog Time (s)

Incremental Decremental Incremental Decremental

antlr 1.28 2.28 542.15 542.47

bloat 1.64 2.41 554.34 551.05

chart 5.75 8.42 4920.39 5044.22

eclipse 1.40 2.34 538.94 532.53

fop 4.52 4.39 2582.05 2782.81

hspldb 1.18 2.29 536.61 533.48

jython 1.83 2.52 544.61 559.69

luindx 1.27 2.22 536.74 534.27

lusearch 1.35 2.21 537.95 558.32

pmd 1.45 2.20 548.81 563.62

xalan 1.17 2.12 537.07 558.48

Table 4. Running time of DynDyck and DDlog

for programs in the data-dependence analysis

benchmark. Each “∗” denotes that the running

time is less than 0.01 seconds.

Subject

DynDyck Time (s) DDlog Time (s)

Incremental Decremental Incremental Decremental

btree 0.02 0.01 0.69 0.17

sample 0.01 0.00* 0.29 0.00*

mushroom 0.01 0.00* 0.30 0.00*

parser 0.02 0.00* 0.62 0.01

check 0.09 0.03 2.10 0.53

compiler 0.06 0.00* 1.56 0.09

compress 0.06 0.00* 1.61 0.13

crypto 0.12 0.07 2.60 0.64

derby 0.11 0.01 2.35 0.16

helloworld 0.06 0.00* 1.51 0.04

mpegaudio 0.25 0.01 3.66 0.72

scimark 0.07 0.01 1.76 0.18

startup 0.09 0.01 2.09 0.13

sunflow 0.05 0.00* 1.50 0.02

xml 1.48 0.04 10.09 0.33

the benchmark as initial graphs. All edges are deleted from the graphs in a random order. In

the second benchmark, because the library codebase is usually untouched by developers, our

decremental sequences only delete all client edges based on a random order.

• Mixed Sequences. The mixed sequences focus on investigating the performance of the dynamic

algorithm in the presence of both edge insertion and deletion operations. In mixed sequences,

to ensure the validity of edge insertions, we only insert edges that exist in the original

input graphs. We do not insert purely random edges because those edges might be invalid

according to the program semantics. To achieve this, before generating the mixed sequences,

we delete a set of edges and collect these edges in a candidate insertion pool. The insertion

operations randomly choose edges from the candidate insertion pool. When deleting an

edge, we also put the deleted edge back to the pool. Similar to the decremental setting, in

the second benchmark, we only add client edges to the candidate insertion pool. The mixed

sequences consists of 50% insertion operations and 50% deletion operations. We evaluate the

performance of different approaches over sequences of different lengths, ranging over 10%,

20%, 30%, 40%, 50% of all graph edges in each alias analysis benchmark program and all client

edges in each data-dependence analysis benchmark program.

Implementation. We implement all algorithms in C++. Both the optimal static Dyck-reachability

algorithm [Chatterjee et al. 2018] and our dynamic Dyck-reachability algorithm share similar data

structures. All executables are compiled using GCC with the “-O2” optimization flag. For DDlog,

we use the latest stable release v0.41.0 as of June 2021. All experiments were conducted on a server

with two AMD EPYC 7402 CPUs and 512GB RAM, running Ubuntu 20.04.

5.2 Performance Evaluation on Incremental Sequences

We report the performance comparisons based on dynamic insertion operations. As described

above, we evaluate the four different algorithms DynDyck, DynDyck𝑛 , DDlog and DDlog𝑛 over

the incremental sequences on two benchmarks. Recall that we also collect the running time for the

corresponding static approaches on the original graphs in Table 1 and Table 2, i.e., the final graphs
after processing the entire incremental sequences. The running time of the static approaches can

be treated as a lower bound for the running time of any dynamic insertion algorithms. Tables 3 and

4 present the detailed results for our experiments on incremental sequences for two benchmarks.

We discussed the following observations for the experimental results.
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Fig. 7. Speedup of DynDyck over DynDyck𝑛 for alias analysis.
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Fig. 8. Speedup Comparison of DynDyck and DDlog over naïve updates on incremental sequences for data-

dependence analysis.

Efficiency. The “Incremental” columns in Tables 3 and 4 describe the execution time of DynDyck

and DDlog based on incremental sequences. The “Running Time” columns in Tables 1 and 2

describe the execution time of the algorithms in the static setting. The performance of DynDyck is

close to the optimal (static) solution in Tables 1 and 2. In the first benchmark, the running time of

DynDyck is on average 3.66× more than the running time of the optimal (static) solution. In the

second benchmark, the running time is 1.46× more. It demonstrates that our dynamic DynDyck

algorithm is efficient because the running time is not far away from the static solution. The running

time of dynamic DDlog is on average 2.71× and 26.48× more than that of the static DDlog on

two benchmarks, respectively. We notice that the slow down ratio of DynDyck is much smaller

than that of DDlog in the second benchmark. The slow down ratio for the first benchmark is

slightly larger. We note that the length of the incremental sequence of the first benchmark is

significant longer than that of the second benchmark because the graphs in the first benchmark

contain 4× more edges on average. At the same time, DynDyck is 541× faster than DDlog in the

first benchmark. Therefore, the bookkeeping cost in DynDyck is relatively more significant than

that in DDlog, which leads to the slightly larger slow down.

Figure 7 presents the speedup of the running time for DynDyck over DynDyck𝑛 . The first bar

represents the speedups for the incremental sequences. DynDyck has achieve 796.58× speedup

compared to DynDyck𝑛 . It shows that DynDyck is extremely efficient. We do not compare the

speedup of DynDyck and DDlog over naives updates from the first benchmark as DDlog runs out
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Fig. 9. Running time for each 10% of the sequences. The line with triangle data points is for dynamic bidirected

Dyck-reachability algorithm. The line with square data points is for DDlog

of the time budget of 30 minutes. For the second benchmark, Figure 8 illustrate the comparison of

speedups forDynDyck andDDlog. TheDDlog has achieved only a 97.4× speedup whileDynDyck
a 282.4× speedup over the naïve counterpart. Even though the naïve DynDyck𝑛 algorithm itself is

more efficient than DDlog𝑛 , DynDyck achieves more significant speedups than DDlog in practice.

Scalability. Figure 9a illustrates the average relative running time of executing each 10% of the

entire incremental sequences. For each program, we define the relative running time as 𝑇 /𝑇inc
where 𝑇 is the fractional running time and 𝑇inc is the total running time of DynDyck and DDlog

for both benchmarks. Figure 9a shows the increase of the running time compared to the sequence

size increase. DynDyck does not demonstrate a increase of running time with the increase graph

size. The running time of DDlog grows more and more dramatically as the graph size gets larger.

It clearly shows that DynDyck is more scalable than the incremental DDlog.

Summary:

• Efficiency. In the incremental setting, DynDyck achieves 796.58× and 282.4× speedup over

DynDyck𝑛 on two benchmarks, respectively. It also achieves better speedup compared to

DDlog because DDlog has only 97.4× speedup over DDlog𝑛 on the second benchmark. In

addition, starting with an empty graph, DynDyck is only 3.66× and 1.46× slower than the

optimal Dyck-reachability algorithm in the static setting on two benchmarks.

• Scalability. As shown in Figure 9a, DynDyck scales linearly in terms of sequence size

increases. It is more scalable than DDlog.

5.3 Performance Evaluation on Decremental Sequences

We report the performance comparisons based on dynamic deletion operations. Specifically, we eval-

uate the four algorithms over decremental sequences. When executing the decremental sequences,

we record the running time for every 10% portion of entire sequences.

Efficiency. The “Decremental” columns in Tables 3 and 4 present the running time of the four

evaluated algorithms over decremental sequences. For the absolute running time, DynDyck is on

average 382× faster than DDlog, which demonstrates that DynDyck is very efficient for decre-

mental sequences. As DDlog𝑛 runs out of time budget for the first benchmark, we only compare

the speedups for DynDyck and DDlog over naive updates for the second benchmark. Figure 10

demonstrates the speedup comparison for two appraoches in the data-dependence analysis bench-

mark. Compared to the naïve DynDyck𝑛 , DynDyck achieves on average a 1021.5× speedup for
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Fig. 10. The speedup comparison of DynDyck and DDlog on the decremental sequences for the data-

dependence analysis benchmarks.

the first benchmark and a 753.3× speedup for the second benchmark. It shows DynDyck achieves

significant improvements over DynDyck𝑛 .

Compared to DDlog, DynDyck achieves more significant speedup over the naïve approach.

Specifically, the speedup of DynDyck in the second benchmark is 753.3× on average. However, the

average speedup for DDlog is 171.2×. In addition, DynDyck is 381× and 20× faster than DDlog

on the two analysis benchmarks.

Scalability. Figure 9b demonstrates the average relative running time of executing every 10%

portion of the decremental sequences. We define the relative running time as 𝑇 /𝑇dec where 𝑇 is the

fractional running time and 𝑇dec is the running time of executing the entire decremental sequences.

Figure 9b shows how the running time changes when the graph size decreases. In decremental

sequences, when executing the first a few 10% sequences, the graph is relatives larger. The figure

demonstrates that when the graph size decreases, the relative running time decrease of DynDyck

algorithm is less significant than that of DDlog. It further shows that the running time for DDlog

on decremental sequences for larger graphs increases more significantly. Therefore, DynDyck is

more scalable than DDlog on large graphs.

Summary:

• Efficiency. In the decremental setting, DynDyck achieves 1021.5× and 753.3× speedup over

DynDyck𝑛 on two benchmarks. Compared to DDlog, DynDyck achieves better speedup

because DDlog has achieved only only a 171.2× speedup on the second benchmark.

• Scalability. As shown in Figure 9b, DynDyck more scalability because the running time

increase compared to DDlog is less significant.

5.4 Performance Evaluation on Mixed Sequences

The last experiment reports the performance of four algorithms on the mixed sequences, which

reflects a more practical setting. This experiment demonstrates the overall performance of the

dynamic algorithms for bidirected Dyck-reachability.

Recall that in the mixed setting, we choose the sequences that contain 10%, 20%, 30%, 40% and

50% of all graph edges in each benchmark. Figure 7 demonstrates the speedups of DynDyck over

DynDyck𝑛 on mixed sequences for first benchmark. We do not include the speedup of DDlog

Proc. ACM Program. Lang., Vol. 6, No. POPL, Article 62. Publication date: January 2022.



62:24 Yuanbo Li, Kris Satya, and Qirun Zhang

bt
re

e

sa
m

pl
e

pa
rs
er

ch
ec

k

co
m

pi
le
r

co
m

pr
es

s

cr
yp

to

de
rb

y

he
llo

w
or

ld

m
pe

ga
ud

io

sc
im

ar
k

st
ar

tu
p

su
nfl

ow xm
l

0

200

400

600
2
5
3

2
4
3 3
0
8 3
5
9

2
8
5

3
8
3

2
8
0 3
1
2

2
7
9

4
6
6

3
9
4

2
4
8 2
8
9

7
3
7

7
8

4
3 7
3

1
5
4

1
2
3

1
3
8 1
8
7

1
7
3

1
2
4

3
0
2

1
4
9

1
5
5

1
0
1

6
6
6

S
p
ee
d
u
p

1 DynDyck Mixed 2 DDlog Mixed

Fig. 11. Speedup comparison for DynDyck and DDlog over mixed sequences for data-dependence analysis.

for this benchmark as it runs out of the time budget of 24 hours. Figure 11 demonstrates the

speedup comparison between DynDyck and DDlog over DynDyck𝑛 and DDlog𝑛 for the second

benchmark. For each benchmark, we compare the average speedup of the 5 mixed sequences with

different length. On average, DynDyck achieves 534× and 331× speedup compared to DynDyck𝑛

in two benchmarks, respectively. It shows that DynDyck is quite efficient compared to DynDyck𝑛 .

We also compare the speedup achieved by DDlog with DynDyck in the second benchmark. On

average, DDlog achieves a 176× speedup while DynDyck achieves a 331× speedup. Even though

DynDyck𝑛 is more efficient than DDlog𝑛 , DynDyck can achieve more speedup than the DDlog.

Summary:

• Efficiency. In the mixed setting, DynDyck achieves 534× and 331× speedups over DynDyck𝑛
in two benchmarks, respectively. It is more efficient than DDlog because DDlog can only

achieve a 176× speedup over DDlog𝑛 on the second benchmark.

6 RELATEDWORK

6.1 Dyck-Reachability

Dyck reachability is central to program analysis as many program analyses have to match properly

matched parentheses property [Chatterjee et al. 2018; Zhang et al. 2013]. Dyck-reachability is

expensive to solve. The traditional CFL-reachability algorithm exhibits a cubic time complexity [Reps

1998]. Chaudhuri [2008] proposes a subcubic CFL-reachability algorithm, which improves the

cubic complexity by a logarithmic factor. Chatterjee et al. [2018] establish a cubic conditional

lower for Dyck-reachability in general case. For bidirected graphs, Zhang et al. [2013] present

an 𝑂 (𝑚 log𝑚)-time algorithm by exploiting an equivalence Dyck-relation. The result has been

improved to𝑂 (𝑚)-time by Chatterjee et al. [2018]. Moreover, Chatterjee et al. [2018] also prove that

the 𝑂 (𝑚)-time algorithm is optimal. However, all existing Dyck-reachability and CFL-reachability

algorithms handle only static graphs. Our work fills the gap and presents the first dynamic bidirected

Dyck-reachability algorithm.

6.2 Dynamic Graph Algorithms

Dyck-reachability is a generalization of standard graph reachability (i.e., transitive closure). The
problem of dynamic transitive closure has been extensively studied [Demetrescu and Italiano 2000;

King and Sagert 1999; Roditty 2003; Roditty and Zwick 2004; Sankowski 2004]. Henzinger et al.

[2015] give a conditional lower bound of (poly,𝑚1/2−𝛿 ,𝑚1−𝛿 ) on dynamic transitive closure for any
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small constant 𝛿 > 0 based on the Online Boolean Matrix-Vector Multiplication (OMv) conjecture.

This bound even holds for the 𝑠-𝑡 reachability problem, where both 𝑠 and 𝑡 are fixed for all queries.

Note that for bidirected Dyck-reachability, the naïve approach of running the 𝑂 (𝑚)-time optimal

algorithm for each update gives a dynamic algorithm with a complexity tuple (𝑂 (𝑚),𝑂 (𝑚),𝑂 (1)).
For directed graphs with 𝑛 vertices and𝑚 edges, the straightforward dynamic transitive closure

algorithm based on BFS or DFS exhibits a complexity tuple (𝑂 (1),𝑂 (1),𝑂 (𝑚 + 𝑛)) [Frigioni et al.
2001]. Roditty [2003] gives a deterministic dynamic transitive closure algorithm with an 𝑂 (𝑛2)
update time and an𝑂 (1) query time. Roditty and Zwick [2004] propose a dynamic transitive closure

algorithm with an 𝑂 (𝑚 + 𝑛 log𝑛) update time and an 𝑂 (𝑛) query time. Ramalingam and Reps

[1996] study the complexity of of dynamic graph algorithms and discuss various upper-bound and

lower-bound results. Existing fast dynamic transitive closure algorithms cannot be directly applied

to bidirected Dyck-reachability.

6.3 Incremental Program Analysis

Incremental program analysis has been extensively studied in the literature, such as dataflow

analysis [Burke and Ryder 1990; Carroll and Ryder 1988; Ryder and Paull 1988] and incremental

alias analysis [Liu et al. 2019; Lu et al. 2013; Saha and Ramakrishnan 2005a; Yur et al. 1999].

Incremental algorithms selectively update analysis results after a program change instead of

recomputing everything from scratch. Liu [2003]; Ramalingam and Reps [1993] conduct surveys on

incremental computation related to program analysis. Sreedhar et al. [1997] propose an incremental

algorithm for maintaining dominator trees in flow graphs. Saha and Ramakrishnan [2005b, 2006]

propose incremental evaluation methods for logic programs. Szabó et al. [2016] propose a DSL for

incremental program analysis based on incremental graph pattern matching. Szabó et al. [2018]

propose a framework that supports incremental maintenance of recursive lattice-value aggregation

in Datalog. Pacak et al. [2020] compile incremental type checkers to Datalog programs. Szabó

et al. [2021] propose a Datalog-based approach for supporting whole-program lattice-based data-

flow analyses. Eichberg et al. [2007] propose incremental static analyses specified in Prolog using

incremental tabled evaluation. Infer [Distefano et al. 2019] leverages incremental compositional

analysis to improve performance. Reviser [Arzt and Bodden 2014] is an incremental framework

for IFDS/IDE-based program analyses. Self-adjusting computation [Acar 2009; Acar et al. 2009;

Hammer et al. 2015] involves incremental computation. Specifically, given a set of input changes, self-

adjusting computation performs change propagation, where it reuses the memorized intermediate

results for all sub-computations. Adapton [Hammer et al. 2014] is an incremental computation

library based on demand-driven semantics. Moreover, there exist automatic incrementalizers for

object-oriented languages [Liu et al. 2005] and dynamic data structures [Shankar and Bodík 2007].

Different from existing work, our work focus on the algorithmic problem of bidirected Dyck-

reachability. Our dynamic algorithms are asymptotically faster than the straightforward approach

based on the optimal bidirected Dyck-reachability algorithm.

7 CONCLUSION

This paper has presented efficient dynamic algorithms for bidirected Dyck-reachability. Our algo-

rithms can handle dynamic graph updates in 𝑂 (𝑚) pre-processing time, 𝑂 (𝑛 · 𝛼 (𝑛)) update time,

and 𝑂 (1) query time. To the best of our knowledge, this is the first algorithmic result for dynamic

Dyck-reachability. We have applied the dynamic bidirected Dyck-reachability algorithms to two

practical client analyses. The evaluation results show that our dynamic algorithms can achieve

orders-of-magnitude speedup over a straightforward approach and an incremental Datalog solver.
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