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Abstract
The use of artificial intelligence and procedural content generation algorithms in mixed reality games is an unexplored space. We posit that these algorithms can enhance the gameplay experience in mixed reality games. We present two prototype games that use procedural content generation to design levels that make use of the affordances in the players physical environment. The levels produced can be tailored to a user, customizing gameplay difficulty and affecting how the player moves around the real-world environment.

Introduction
As the scale of games increases and video games are played by diverse players in more diverse environments, there has been a corresponding increase in the need for computational systems to replace the manual effort involved in generating gameplay assets and adaptation. Procedural Content Generation (PCG) is the use of algorithms to automate the production of various aspects of computer games, such as levels, missions, or rewards. Instead of game designers manually placing individual structures, enemies, or other elements in game environments; these elements and their relationships are encoded and used to generate a game automatically. PCG algorithms use these encodings to create multiple customized game elements. This approach has been used successfully in the past, with games such as Discoverie, Spelunky, Bioshock Infinite, and No Mans Sky using PCG to generate rooms, caves, cities, and planets (respectively) for the player to explore.

Recent hardware developments in Virtual Reality (VR) headsets, such as Facebooks Oculus Rift, Augmented Reality (AR) headsets, such as Google Glass or the Daqri Smart Helmet, and Mixed Reality (MR) headsets, such as Microsofts HoloLens and the Magic Leap, make it increasingly likely that commercial augmented and mixed reality games will become available in the near future. By changing rooms or furniture arrangements, the user can participate in varying gameplay experiences. This evolution from virtual to mixed reality, or transmogrified reality, has been described as one of the biggest changes in the gaming industry in the last 30 years (Falstein, 2015).

Historically, procedural level generation has been researched in the context of fully virtual game environments (Shaker, et al. 2015). Thus, artificial intelligence approaches to PCG treat the creation of game content as an optimization problem. In mixed reality our algorithms are constrained by the presence of objects in the real world. Added virtual objects need to be presented with realistic integration into the physical world. Acceptable occlusion, object identification, and other relationships between the real and virtual objects must be made. We intend to apply existing procedural content generation techniques while keeping in mind these constraints of the domain.

In this paper, we explore two game concepts with the design constraints of an MR environment. Currently, as we do not have an MR device yet, we simulate two games in a virtual 3D environment on both a PC and an Oculus Rift. The games are being developed as prototypes which explore the ways in which procedural content generation can enhance MR games. The games are loosely inspired by the popular platformer games, Super Mario Bros. and Lemmings.

With Mixed Reality Mario, the player controls a virtual avatar that runs and jumps across real furniture, virtual platforms and on top of enemies in a procedurally generated track. The route of the track is affected by the heuristics of our PCG algorithm. With Mixed Reality Lemmings, we move away from the single linear track. Instead, we allow players to interact with their environments using virtual boxes. This forces our player to interact with the virtual and real surfaces in order to move the lemmings across the fur-
niture. Our algorithm detects playable surfaces and uses the
negative space to create a compelling game. To do this, we
limit and direct player movement of the lemmings across
surfaces with virtual walls. Both games were designed to
be played in any real-world room-style environment. We in-
tend to demonstrate how different arrangements and pieces
of furniture in a room can impact the level being generated.
We do this by having the underlying PCG algorithm take
into consideration the quantity and position of surfaces and
obstacles (i.e., non-playable surfaces) in the environment.
Next, we look at the technical implementation of the proto-
types as well as other potential evaluation functions that can
be used for our MR playground.

Related Work

We present two games designed for a mixed reality envi-
ronment. Our games utilize a real-time generation of levels
using a generate-and-test PCG technique for path selection.
Togelius et al. (2011) enumerate many of the uses of pro-
cedural content generation in games and coined the term
search-based PCG to distinguish a special class of pro-
cedural content generation problems that can be solved using
generate-and-test methods such as genetic algorithms and
simulated annealing.

Cook (2015) used a PCG algorithm and computer vision
to evolve a level with constraints based on visibility of game
elements in a virtual game environment. Tutenel et al. (2009)
generated virtual levels based on a set of rules and the high-
level semantics associated with objects in a game world. For
example, one rule could be keeping adding cupboards until the
sum of all Storage Volume properties exceeds 1.3 cubic me-
ters. The placement of objects in the scene was based on the
virtual world presented to the algorithm. One of our games
is based on the popular Super Mario Bros. game, and uses
a similar set of rules for the placement of virtual enemies.
There have been a number of research projects on generation
of levels for Super Mario Bros. and similar platforms, in-
cluding, but not limited to: Shaker et al. (2012) and Guzdial
and Roberts 2013, Zook and Riedl 2015). Since at times, the
player may have access to only a limited number of playable
surfaces (as identified by our algorithm) based on the en-
vironments furniture arrangements, we can allow for novel
puzzles or challenges using the same surfaces.

Level Generation and Evaluation

There may be many routes across the surfaces of a room be-
tween any two points, some of which are easier than others.
We rely on a search-based PCG approach using a generate-
and-test method to test each route generated against our eval-
uation function to choose the best route. The procedural con-
tent generation algorithm has the responsibility for deliver-
ing the all the game elements to the player.

We randomize the weight controls $w_i (0 . . . 1)$ to each one of the heuristics $h_i$, which
tells the heuristic to favor paths which return values closer to
the weight control. This is done using $v_i = 1 - \text{abs}(h_i - w_i)$. The
value of each path is given by $\sum_{i=1}^{n} v_i$.

We currently register each of the surfaces being scanned
during the room-mapping phase with an ID to help us in
tracking the surfaces that have previously been visited by
the player controlled avatar. Unlike mixed reality games that
allow the player to control the avatars motion in 3D and
choose the order to visit surfaces (such as in Microsofts
Young Conker), our mixed reality level generator constrains
the player to operating on a specified sequence of surfaces.
By limiting and directing the possible paths the player can
take, the algorithm can control the length of gameplay. In the
future, this can be used to create rhythms (an important part
of the platformer genre) (Smith et al. 2009) or challenge pro-
gressions (Shaker, Yannakakis, and Togelius 2010; Harrison
and Roberts 2013, Zook and Riedl 2015). Since at times,
we sense the environment the player is in. Next, we use a
generate and test methodology to select the optimal route
for the avatar to follow using a fitness heuristic.

Environment Mapping

During the initial set up of the game environment, we require
the player to create a map of the environment by walking
around the room using a Kinect 2.0 with Kinect Fusion. We
use this to create a 3D model of the room. We then identify
usable horizontal surfaces as a set of polygons. The poly-
gons are clustered together using the Union-Find algorithm
to create distinct concave hulls that act as playable surfaces.
Each playable surface is represented as a node in a graph.
Edges connect nodes whenever it is possible to travel be-
tween the surfaces. Movement between surfaces can be im-
peded by physical obstacles in the path; for instance, jump-
ing from one sofa to another may be stopped by the back of
the sofa in between. If the distance between two surfaces is
greater than or equal to a threshold distance for the virtual
character, this also indicates that it is impossible to travel
between the surfaces without the help of a virtual platform
or bridge. The distance between two surfaces is measured
as the distance between the two closest points in the point
cloud of each surface.
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the selection of virtual content to the affordances of the real-world environment:

- **Length of Gameplay** ($h_{\text{length}}$): The length of the path is selected as a weight for the function. We choose a path closest to the weight passed to the function. We control the length of gameplay by generating longer or shorter paths according to the weight passed to the length heuristics. Longer paths produce a higher weight.

- **Proportion of surfaces used** ($h_{\text{surfaces}}$): The percentage of surfaces to be visited is selected as the weight. A percentage is used since the number of surfaces cannot be known a priori. Paths that go to more surfaces have a higher weight according to this heuristics.

- **Player physical movement** ($h_{\text{RRT}}$): We know the players’ position in the virtual space from the position of the camera. The amount of movement required from the player is computed by finding the shortest route through negative space for the player to remain within reach of the lead agent (Figure 1). This is done by using the rapidly-exploring random tree algorithm to predict possible paths to the virtual agent. Longer paths are given a higher score and the weight control allows us to place the level based on the distance the player travels based on the RRT. Figure 1 shows two possible tracks using different furniture surfaces and some likely routes the player can take to minimize his or her distance from the virtual character while keeping it in view. The required physical movement of the player can be very important if the user has limited mobility or if physical fitness is a motivation.

- **Target difficulty** ($h_{\text{difficulty}}$): The difficulty heuristic is defined independently for each game we created. In MR Mario, the difficulty can be varied by changing the number or length of the jumps required on the path, or the number of enemies Mario can encounter. In MR Lemmings, difficulty can measured as the frequency of player interventions (number of virtual boxes or jump pads used) required. Target difficulty can be specified as a target number or as a function (e.g., monotonically increasing).

In Figure 1 we show two possible tracks created by changing the weights of the heuristics. The normalized heuristics generating the paths have been detailed in Table 1 above. The path value in the table contains a list of the detected surface indices traversed by the virtual character. In the left image a $w = 0.8$ for the path heuristic allows for a longer generated virtual character path (i.e. $[7, 6, 5, 0, 2, 1]$), while minimizing the human movement since it has a lower heuristic weight (i.e. $w = 0.2$). We see that the RRT predicted the movement of the human player from their starting location of point A to point B (in the left image) since all surfaces traversed by the virtual character can be easily accessible from point B.

**Game Specific Level Generation**

**Mixed Reality Mario**

Mixed Reality Mario is a mixed reality platformer loosely inspired by the popular Super Mario Bros. game. Prior PCG work on this game has assumed that the generator has full control over all aspects of the level. In mixed reality, the
algorithm is constrained by the configuration of furniture, walls, and interactions with the physical environment. By generating a single linear track that crosses physical furniture surfaces (the floor is lava), the algorithm can control the players exploration of the environment for customization of the gameplay experience while responding to the selected evaluation function.

We use the aforementioned level generation algorithm with a given start and finish point. Varying the difficulty parameter in the heuristic affects the number of enemies placed on the path and the length of each level. Surfaces are connected with virtual platforms that the player can walk on to traverse. Virtual platforms are generated between surfaces that have been calculated to be more than the maximum jumpable distance for the Mario character by our surface mapping algorithm.

In the typical Mario style, enemies are generated on long straight paths for the player to jump over or kill. Our PCG algorithm is able to place enemies on the path precisely using a set of rules that define the movement of these enemies on the surfaces. For instance, a static paper tack can be placed on shorter paths and sharp turns; in contrast, a pencil follows the virtual character along longer straight paths in order to stab the character but takes a longer time to turn corners.

In MR Mario, the player must control and move the virtual character from one side of the room to the other following a track across the furniture. We posit that (curiosity notwithstanding), left to themselves, players are likely to continually choose paths that are either too difficult or too easy to move through the room. Choosing paths that are challenging beyond the players current ability can lead to frustration, whilst the easier paths can lead to boredom. To increase the duration of enjoyment and to motivate the player to more deeply explore the mixed reality playground, we constrain the player with a single track. The single track allows us to tightly control the the track, even along the edges and backs of furniture, allowing for adaptation to the players level of difficulty. The player is removed from the responsibility of planning the avatar’s path ahead while navigating the real world obstacles in the players path. Instead, he can dedicate all his skill to successfully interacting with the system to deal with the virtual obstacles and enemies the system generates. With future play testing, we plan to compare the discrete elements of the players movement (for instance, running or jumping) to refine our heuristic algorithm to maximize the players enjoyment in the game.

Mixed Reality Lemmings

Our second game is a mixed reality puzzle game inspired by the popular Lemmings game. The game spawns a line of virtual avatars known as lemmings. These lemmings must be directed by the player safely to the final goal. The lemmings walk in a straight line until they fall off a surface to their deaths, unless the player intervenes. Virtual walls are generated around the world to restrict the Lemmings movement between surfaces by causing the lemmings immediate death on collision. The player can interact with the lemmings in two different ways. First, the player can place a virtual box which directs them left, right or backwards. He does this by...
clicking on a point in the virtual space which places the box. Again by clicking a point in the virtual space jump pads are generated that launch lemmings over gaps. Different jump pads can launch lemmings different distances and heights.

The heuristics are used to generate an open-world puzzle for the level. Every pair of surfaces is considered as a start and goal. For every pair, we enumerate all possible routes through the graph. The solutions for all pairs of start and goal nodes are then ranked according to the evaluation function described above. The procedural content generation algorithm also creates virtual walls (Fig. 3) to constrain and direct the player to certain routes. The player can move through these walls, but the lemmings cannot. Using the walls, we can control the type of experience that the player has in the game by restricting the possible solution paths for the lemmings.

The walls are generated by traversing the nodes of the winning path and placing a wall between any two surfaces on a sub-optimal path (as defined by the game heuristics). For instance, if the level designer is searching for a route to maximize human movement, walls could be generated to force the human to weave through furniture instead of allowing direct Pythagorean movements or shortcuts.

In contrast to MR Mario, MR Lemmings constrains the player to specific surface sequences but allows the lemmings to have continuous movement within the surfaces themselves. By not limiting the motion of the virtual characters to a single linear track, we allow the user to experiment with the placement of virtual boxes and jump pads to explore the room more freely. However, constraining the surfaces ensures that each level can vary and not be repetitive while allowing the levels to become more challenging over time. This difference in the granularity of the route constraints in both games allows for maximum reusability of the playable surfaces within the real-world environment of the player while keeping the game challenging and maintaining player interest.

Conclusions and Future Work

In the future, we plan to continue working on player interaction with the mixed reality objects and evaluate the gameplay experience. The player data we will acquire on level completion and the avatar death rates can then be used to model the level difficulty and challenges faced by the player. Additionally, we plan to integrate a neural net to identify the type of room the player is in. This will allow us to generate room-specific interactions and objects. For instance, in the MR Mario game, enemies in a kitchen could be virtual knives, while a power-up in a living room could be a virtual box.

Currently we are able to simulate the environment virtually on a computer running a Unity Environment. In the future we plan to integrate a mixed reality device into the scene in order for the player to be able to interact more naturally with the environment, place boxes or direct the virtual characters to move.
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