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ABSTRACT
We present a novel approach to player modeling based on a convolutional neural net trained on game event logs. We test our approach and a hybrid extension over two distinct games, a clone of Super Mario Bros. and Gwario, a human computation version of Super Mario Bros.: The Lost Levels. We demonstrate high accuracy in predicting a variety of measures of player experience across these two games. Further we present evidence that our technique derives quality design knowledge and demonstrate the ability to build a more general model.
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1 INTRODUCTION
Player modeling is the field associated with the problem of learning to predict player experience. A common machine learning approach involves a designer picking out a set of super-features to summarize the player’s performance (e.g. total enemies killed, total number of deaths, etc), writing code to pull these values from game logs (timestamped records of button presses and in-game events occurrences. from a particular playthrough), and mapping these features to player experience measures (e.g. fun, challenge, etc). This mapping is then used to predict novel player experiences. Despite successful experimental applications, player modeling goes unused in most modern games, with game companies preferring to model players in aggregate with player analytics [2, 3]. One reason that designers choose not to pursue player modeling might be the difficulty in designing appropriate super-features to summarize player experience. In addition, with the recent diversification of the video game industry, techniques must account for larger variability in a player preferences[9].

In this paper we present techniques to automatically rank player experiences from game event logs and level structure information based on self-reported rankings. We examine the applications of a convolutional neural net (CNN), for its ability to learn a "set of features" to track automatically rankings. We demonstrate that this technique, along with a complementary prior technique [8], can accurately predict player experience. The primary contribution presented in this paper is an approach to model players automatically from game event logs based on pairwise rankings.

2 RELATED WORK
Yannakakis et al. [16] describe player modeling as “the study of computational means for the modeling of player cognitive, behavioral, and affective states which are based on data (or theories)”. Most commonly player modeling is applied to the problem of player customization, adjusting elements such as difficulty to tailor an individual user experience [4][3][13][1]. We identify a set of prior player modeling work relevant to this paper.

Drachen et al. [5] created a player modeling system in the game Tomb Raider: Underworld trained on a set of hand-defined variables (times help command used, level completion time, and number/cause of death) extracted from game event logs, which are files that represent the sequence of actions taken and events that occurred during play. They make use of self organizing maps [14], a type of artificial neural network as the basis of their model. Shaker et al. [11] present a general player modeling system applied to Super Mario Bros. and a first person shooter game called Sauerbraten. They hand define a wide set of features summarizing game log events (e.g. total enemies killed), but make use of an unsupervised approach to pick from this set. They make use of a model based on an neural network architecture constructed via an evolutionary process, and predict player experience based on self reports.
We describe our “log” network, the convolutional neural net (CNN) with our novel log-based method. Mnih et al. [10] have further shown that CNNs can capture relational awareness in other contexts. Since the CNN can capture relational information, we make use of a filter that captures four columns at a time, representing a sequence of four actions. In a level, we would expect blocks close to each other in space to be represent a structure. In a player log, a sequence of logs may represent some high level action like stomping on an enemy.

Our first technique takes only log matrices as its input, feeds it through the CNN architecture as discussed above, and predicts solely on the events that occur to the player. Two players may play through the same levels and rank them opposite of one another. While the level technique would feed the same information in and have contradicting datapoints, the log matrix would have unique inputs, specific to each player’s playthrough.

3 SYSTEM OVERVIEW

3.1 Log Network

We describe our “log” network, the convolutional neural net (CNN) approach based entirely on game logs as input. Given that we make use of a neural network architecture all game logs must be of the same shape. We choose to format all information as a matrix.

We present an illustration of our game log matrix in Figure 2. The rows of the matrix correspond to different events in the logs, and columns correspond to the number of time steps (called “ticks” in games) needed to complete the level. Since CNNs require a fixed input dimension and completion time varies among players, we normalize the total ticks to fit within the predefined size. We then train our CNN architecture by passing in two game logs (representing two different levels a single player played) and set as it’s target the ranking the player reported across a particular feature (e.g. “level 1 was more fun than level 2”). In this fashion we train a unique CNN for each feature present in the self-reported rankings.

After transforming each player’s game logs into a matrix we have 2-dimensional matrices with a consistent $E$ value (given that the same events occur across all levels), but differing values of $T$ (as players take varying amounts of time to finish the level). A deep neural network requires that all input be of same size. We found the most success with normalizing all matrices to the same $T$ value of 1000 time steps (a value slightly lower than the lowest actual completion time in the dataset). We anticipate that this was successful as most events occurred across several frames, and therefore this allowed the CNN to capture more interactions between ticks.

We visualize our CNN architecture in Figure 1. The core component of the CNN, the convolution layer, scans subregions of the input to find patterns. A filter is a fix-sized “picture frame”, that moves across the input, creating subregions. These techniques were originally used to analyze images. We find CNNs to be appropriate for the task of learning a model of player experience from events due to their relational awareness in other contexts. Since the CNN can capture relational information, we make use of a filter that captures four columns at a time, representing a sequence of four actions. In a level, we would expect blocks close to each other in space to be represent a structure. In a player log, a sequence of logs may represent some high level action like stomping on an enemy.

3.2 Hybrid Network

Our second technique is a hybrid of our system and the Guzdial et al. system, with both neural network architectures combining into a final fully connected layer. This “hybrid” therefore represents a combination of log and level information, with the ability to make decisions based on both individual systems. We see this as an extension of previous techniques by integrating our log information. For more detail about the log system, see [8].

For levels, we make use of a similar matrix representation. Each level can be broken up into its underlying grid system, where a grid space can only be occupied by one object at a time. Each unique foreground object, whether it be blocks, collectibles, or enemies, is mapped to a unique identifying number. The location in the matrix corresponds to its position in the level.

The log and level matrices go through their own convolution, max-pooling, and dropout layers. They are then connected together by a fully-connected layer to be used for prediction.

4 EVALUATION OVERVIEW

We ran a total of three evaluations of our system. We applied our system on two games, a Super Mario Bros. clone called Infinite Mario [15] and a Mario-derivative focused on performing human computation Gwario [12]. We note that in Gwario, the player must collect specific sets of items as opposed to only finding the end of the level (i.e. the player’s objectives are different). We make use of two separate games in our evaluation in order to demonstrate the generalizability of our model, and focus on Mario-like games due to the popularity of Mario as a baseline. We ran a final third evaluation to further address the question of generalizability.

We include results from a baseline. Guzdial et al. [8] made use of a CNN-based approach to predict an aggregate player score of a Mario level based on the level architecture, and a small set of hand-defined variables (e.g. number of deaths to enemies, number of deaths to gaps, number of enemies killed, and time to complete a level divided by its width). We include it as our baseline as it is a component part of our “hybrid” approach, if it beats out that extension of our system that would demonstrate a failure of our log-based CNN approach for player modeling.
Table 1: Mean and median accuracies across 10 folds. Mario

<table>
<thead>
<tr>
<th></th>
<th>Challenge</th>
<th>Creativity</th>
<th>Design</th>
<th>Frustration</th>
<th>Fun</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
</tr>
<tr>
<td></td>
<td>74.44%</td>
<td>74.44%</td>
<td>53.33%</td>
<td>54.44%</td>
<td>77.56%</td>
</tr>
<tr>
<td>Log</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
</tr>
<tr>
<td></td>
<td>65.78%</td>
<td>64.44%</td>
<td>64.67%</td>
<td>64.44%</td>
<td>75.11%</td>
</tr>
<tr>
<td>Hybrid</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
</tr>
<tr>
<td></td>
<td>83.11%</td>
<td>82.22%</td>
<td>71.33%</td>
<td>70.00%</td>
<td>81.11%</td>
</tr>
</tbody>
</table>

5 SUPER MARIO BROS. EVALUATION

For our first evaluation we applied our system to a clone of Super Mario Bros. called “Infinite Mario”. We drew on a dataset from a study previously conducted in the game engine, which we describe briefly below but for more detail see [6]. Ultimately we ran a ten cross-fold analysis on the engine between the three experimental systems. In the following subsections we discuss the evaluation setup (including a description of the game), discuss the results of our ten cross-fold analysis, and give examples of the learned features of our CNN.

We adapted the dataset used by Guzdial et al. in [7]. Seventy-five players were asked to play Level 1-1 from the original Super Mario Bros and then two other levels from a pool of 15 artificially generated levels. After, players were asked to rank the three levels based on fun, frustration, challenge, level design, and creativity of the levels. For each player, we took permutations of two level logs, and labeled the pair with a classification of “Level 1 was more X” or “Level 2 was more X” where X was fun, frustrating, challenging, well designed, or creative. This resulted in 6 data points per person, or 450 data points. By adding the reverse of the reported ranking into the dataset, we have guaranteed that half the dataset is of class 1, and the other half class 2. Therefore, we would anticipate a pure random system to perform at around 50% accuracy.

5.1 SMB Results

We report results over the five categories in tables 1. We use “Log” to indicate our system, “Level” to indicate the prior system largely reliant on level structure [8], and “Hybrid” to indicate the combined architecture of the two prior systems. We use the Wilcoxon test to evaluate statistical significance in output between pairs of systems.

In all cases but design, the hybrid system performs significantly better than either of its two constituent systems. This suggests that the two constituent systems (log and level) offer complimentary information towards making predictions of player experience, rather than one being strictly better than the other. In addition, these results demonstrate that some types of information are more predictive to certain measures of player experience. For example, the creativity labels were predicted more accurately given access to logs of events, suggesting players reflected on the comparative experiences when deciding on this ranking.

5.2 SMB Learned Actions

One of the strengths of CNNs is their ability to learn useful features from training data. To evaluate the CNN’s ability to extract useful super-features from raw game logs, we visualize the pairs of comparative event sequences that maximally activate the learned filters our “log” CNN trained to predict. We visualize four of the eight trained filters for our CNN trained to predict challenge (Figure 3).

Figure 3 presents visualizations of four of the eight trained filters for the challenge labels. Figure 3(a) demonstrates two sequence pairs where one game log includes the player restarting the level where the other game log section has the same player standing still as “large mario”. The other visualized filters largely involve comparisons of progress. For example, Figure 3(d) compares a sequence where the player jumps forwards versus a sequence where the player is standing still.

6 GWARIO EVALUATION

For our second evaluation we applied our system to Gwario, a game with a purpose (or GWAP), adaption of the Japanese sequel to Super Mario Bros., Super Mario Bros.: The Lost Levels. GWAPs are games that outsource work in the form of a game. In this instance, the player may take the same actions, but in addition to finding the end of a level, the player attempts to collect items that answer a human computation question.

We draw on the dataset from the study conducted in Siu et al in [12]. Players were asked to play two levels from a pool of four adapted from Super Mario Bros.: The Lost Levels, and rank them based on challenge, fun, and frustration. We note that 58 players took part in the study, resulting in 116 data points. As in the previous evaluation we split the dataset into 10 cross-folds.

6.1 Gwario Results

We report results over the three categories in tables 2. We use the same notation as our SMB Results.

We find that these results suggest the player logs were much more predictive than the level information for the professionally designed Gwario levels, perhaps due to greater variation and size.
Table 2: Mean and median accuracy across 10 folds for the Gwario dataset.

<table>
<thead>
<tr>
<th></th>
<th>Challenge</th>
<th>Frustration</th>
<th>Fun</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>61.4%</td>
<td>63.6%</td>
<td>56.8%</td>
</tr>
<tr>
<td>mdn</td>
<td>59.1%</td>
<td>59.1%</td>
<td>56.8%</td>
</tr>
</tbody>
</table>

Figure 4: Maximally activated visualizations of four of the eight filters for challenge.

Table 3: Mean and median accuracies across 10 folds with a dataset made of equal halves of the two datasets.

<table>
<thead>
<tr>
<th></th>
<th>Challenge</th>
<th>Frustration</th>
<th>Fun</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>63.6%</td>
<td>61.4%</td>
<td>56.8%</td>
</tr>
<tr>
<td>mdn</td>
<td>59.1%</td>
<td>59.1%</td>
<td>56.8%</td>
</tr>
</tbody>
</table>
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