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Abstract
Online harassment is a growing and significant social problem. Most of the efforts to address online harassment have focused on creating moderation tools. A persistent complaint with current moderation mechanisms is that they often can’t distinguish passionate disagreements from online harassment. In this position paper, I argue that researchers and designers should focus on creating tools that can make these nuanced distinctions. I also call for designing different solutions for addressing online harassment and sincere misunderstandings. I propose that tools that influence individuals to find common ground despite having different views can be used to help manage the problem of online abuse.
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“The dialog] is ultimately derailing ‘cause the entire thing has been, we’re trying to have one conversation, and the other people just call us sexists and harassers, and it’s like, that’s not a response!” (P2) [7]
Online Harassment

The problems of online harassment and digital hate crimes have grown increasingly more salient in recent years. According to a 2017 Pew research study, 41% of American adults have suffered online harassment and 66% of adults have witnessed at least one harassing behavior online [4]. Online harassment can have a deeply negative impact on its victims. They can suffer from trauma, anxiety, depression and other emotional problems. In some cases, the victims may even commit suicide [1]. The victims’ injuries are exacerbated by the fact that search engines often index abusive posts that other users may access years after those posts first appear [2].

There has been an increasing demand from the users of social media sites like Facebook and Twitter that the sites should do more to protect their users [8, 13]. It is also in the business interests of these sites to ensure that their communities are not abusive. Prior research has found that many users leave online communities if they become too toxic [8]. Therefore, it is critical that effective steps be taken to control the problem of online harassment.

Limitations of Moderation Mechanisms

One key approach to addressing the problem of online harassment has been to develop moderation and blocking mechanisms [3, 5, 10]. Many platforms have taken steps such as designing anti-abuse policy and implementing centralized and distributed moderation mechanisms [10] and tools to report abusive behavior [3]. However, these tools often fall short of addressing the needs of the harassment victims. Many users complain that they are not adequately protected from online harassment and at the same time, a number of users feel they are censored unfairly [8].

This highlights the need for researchers to delve deeper into the mechanisms associated with online harassment and develop more effective anti-abuse tools. Online harassment is not just a technical but a social problem. In their work on identifying women’s experiences with online harassment, Vitak et al. have called for researchers to work closely with the platforms where abuse is most prevalent and study the perspectives of the attackers as well as the victims [12].

Over the past two years, my advisors (Amy Bruckman and Eric Gilbert) and I have conducted studies to understand the perspectives and experiences of both users who have suffered online harassment and those who have been accused of harassing others [7, 8]. We have found that the tradeoffs between online harassment and freedom of speech can often be complex and subjective. Everyone agrees that death threats and rape threats are abusive behaviors and should be censored but beyond that, where do we draw the line? If we consider too broad a spectrum of online dispute under the umbrella of online harassment, it can provoke reactions that are problematic.

In our interviews with users accused of online harassment, we found that when users with passionate political views feel that their postings are censored unfairly and that their legitimate complaints are dismissed, it adds to their anger and promotes more aggressive behavior [7]. This suggests that measured responses to activities of such users may result in better outcomes. This does not mean that it is ethical to appease the true harassers. However, distinguishing harassers from those with passionate views is important to prevent users from becoming more abusive. Both human moderators and automated tools should strive to understand the context and local social norms when making these distinctions during moderation.
Designing ‘Understanding Mechanisms’ as Complimentary Solutions

I suggest that researchers and designers should consider different solutions to address the problem of harassment and instances of sincere misunderstanding. We need more effective and nuanced content moderation solutions that detect abusive activities online and take actions to stop them. At the same time, I argue that a complimentary way to address these issues is to build tools that help individuals with opposing ideologies understand one another. This task is challenging - in our research, I have noticed that individuals on opposite sides of political debates often have deeply negative views of one another [7, 8]. Such views are exacerbated by the presence of filter bubbles online [11]. However, I have also observed that many users frequently share the same moral values as their opponents. This suggests that there are opportunities for mitigating potential abuse by creating good dialog between users with opposing views.

Design solutions that focus on creating civil conversations can influence individuals to not stereotype others they don’t agree with [9]. It can also help mitigate situations where differences in cultural and social norms of different groups and misunderstandings create conditions for hostility. Tools that help bridge across different norms of politeness by disentangling the mode of address from content can help facilitate more civil conversations [6].

In conclusion, I call for researchers to study online sites where individuals find common ground despite their different values [9] and develop tools that help create good dialog. I believe that this line of work along with efforts to improve content moderation will help address the problem of online harassment and foster fairer, safer and more tolerant online communities.

REFERENCES


