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ABSTRACT
What should a malicious user write next to fool a detection model?
Identifying malicious users is critical to ensure the safety and in-
tegrity of internet platforms. Several deep learning based detection
models have been created. However, malicious users can evade deep
detection models by manipulating their behavior, rendering these
models of little use. The vulnerability of such deep detection mod-
els against adversarial attacks is unknown. Here we create a novel
adversarial attack model against deep user sequence embedding-
based classification models, which use the sequence of user posts
to generate user embeddings and detect malicious users. In the
attack, the adversary generates a new post to fool the classifier.
We propose a novel end-to-end Personalized Text Generation At-
tack model, called PETGEN, that simultaneously reduces the efficacy
of the detection model and generates posts that have several key
desirable properties. Specifically, PETGEN generates posts that are
personalized to the user’s writing style, have knowledge about a
given target context, are aware of the user’s historical posts on
the target context, and encapsulate the user’s recent topical inter-
ests. We conduct extensive experiments on two real-world datasets
(Yelp and Wikipedia, both with ground-truth of malicious users) to
show that PETGEN significantly reduces the performance of popular
deep user sequence embedding-based classification models. PETGEN
outperforms five attack baselines in terms of text quality and at-
tack efficacy in both white-box and black-box classifier settings.
Overall, this work paves the path towards the next generation of
adversary-aware sequence classification models.
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Figure 1: Deep user sequence embedding-based classifica-
tion models are used to detect malicious users (top row).
However, an evasion attack by an adversary by creating a
new fake post can lead the same model to misclassify it as
a benign user (bottom row). Our method, PETGEN, generates
personalized text posts to adversarially attack the classifier.

Discovery and Data Mining (KDD ’21), August 14–18, 2021, Virtual Event,
Singapore. ACM, New York, NY, USA, 10 pages. https://doi.org/10.1145/
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1 INTRODUCTION
As Web platforms, such as e-commerce, social media, and crowd-
sourcing platforms, have gained popularity, they are increasingly
targeted by malicious actors for their gains [10, 11, 20]. The pro-
liferation of undesirable users, such as fake accounts [20], spam-
mers [3, 23], fake news spreaders [15, 26], abnormal users [1], van-
dal editors [12], fraudsters [11], and sockpuppets [10], poses a threat
to the safety and integrity of online communities. To give an exam-
ple, on Facebook, roughly 5% of monthly active users in 2019 were
fake accounts [20]. Similarly, on Amazon, 63% reviews on beauty
products were from fraudulent users [2]. Thus, the identification
of malicious accounts is a critical task for all web and social media
platforms.

Deep user sequence embedding-based classification models are
increasingly gaining popularity for platform integrity tasks, in-
cluding the TIES model at Facebook [20]. These models train a
deep learning model to generate user embeddings by utilizing the
temporal sequence of actions and post content of a user. The user
embedding is then used to make predictions about the user. For
example, Figure 1 shows a deep user sequence embedding-based
classification model trained to identify malicious users from the
user’s sequence of posts (top row).

However, deep learning models can be vulnerable to adversarial
attacks [21]. While adversarial attacks on deep learning models
have received a lot of attention in graph representation learning,
natural language processing, and computer vision domains [21], the
vulnerability of deep user sequence embedding-based classification
models remains unknown. For example, in Figure 1, the malicious
user can create a new post, so that the entire user sequence is mis-
classified as benign by the classifier (bottom row). Thus, identifying
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(a) F1 score after attack (b) Attack Rate (c) BLEU score (d) Target Context Similarity (e) Recent Post Similarity (f) Context Post Similarity

Figure 2: Comparison between the performance of PETGENand existing attack methods on the fake reviewer detection model
in the Yelp dataset. PETGENperforms the best by reducing the F1 score after attack to the lowest value and its attack rate is
the highest. Simultaneously, PETGENgenerates better quality text by having the highest BLUE score, and target context, recent
post, and context post similarities.

the vulnerabilities of deep user sequence classi�cation models is
crucial to improve the models for real-world robustness.

In this paper, we conduct an adversarial evasion attack on deep
user sequence embedding-based classi�cation models. Ourattack
setting is as follows: given a pre-trained deep user sequence classi-
�cation model F (trained to classify users as malicious or benign),
a user's sequence of posts, and a target topic context, the goal of
the attacker is to generate a new post on the target context such
that the entire user sequence is now misclassi�ed byF .

Generating a fake attack post poses three majorchallenges.
First, how can the text generation process e�ectively use the user's
post sequence, such that the generated post aligns with the user's
historical posts on similar contexts? Second, how to generate ad-
versarial text that can fool a sequence embedding-based classi�er?
Finally, how to generate text that is personalized? Speci�cally, how
can the text capture the user's writing style, be aware of user's
recent vs past interests, and be knowledgeable about target context.

Existing text generation methods su�er from three major
shortcomings with respect to our attack setting: (a) recent work
has adversarially attacked fake news detection classi�ers by gen-
erating fake reply comments on the posts [15]. However, these
models can not be directly used to attack sequence classi�cation
models, as generated text is not personalized to the user and thus,
can be identi�ed by anomaly detection models [1]. (b) Adversarial
posts generated by �ipping characters [4] or minimally changing
characters or words [17] can be easily detected by robust detection
systems that employ spell-checkers or human evaluators. Attacks
that append short random text or phrases to the original text can
also be detected by topic coherence checkers [15]. (c) Many attacks
require editing existing text, which is not always possible in real at-
tack settings (e.g., on Twitter, tweets can not be edited once written).
Our attack setting requires creation of a new post altogether.

Present work. In this work, we create aPersonalizedText
Generation attack framework, calledPETGEN, to generate adversar-
ial text to attack deep user sequence embedding-based classi�cation
models.PETGENis an end-to-end model. It leverages the sequential
history of user posts (solution to challenge 1) by utilizing the rela-
tionship between the user's historical posts and the target context,
and builds a context-biased user sequence embedding. This is used
to generate an initial version of the attack post. Next, the model
adopts a multi-stage multi-task learning approach to manipulate
the text to e�ectively attack the classi�cation model (solution to

challenge 2) and personalize the text to the user's writing style,
recent interests, and make the text relevant to the global discus-
sions in the target topic context (solution to challenge 3). This step
outputs the �nal attack text ofPETGEN.

We evaluate the attack e�ectiveness and text quality of our
model. We use two popular datasets: Yelp fake reviewer dataset [23]
and Wikipedia vandal editor dataset [12], both with ground truth
malicious users. We evaluate two popular deep user sequence
embedding-based classi�cation models: TIES, a model that is used
in production at Facebook [20] and HRNN, a sequence classi�ca-
tion model that uses sequential text embedding [16]. We compare
PETGENagainst �ve baseline and recent attack models that can gen-
erate attack text. Experiments reveal several key �ndings. First,
both deep user sequence classi�cation models are vulnerable to
the fake text generation attack. Their model performance drops
with even one generated post. Second,PETGENgenerates attack text
that results in a larger classi�cation performance drop compared to
existing attack methods. Third, the text generated byPETGENhas
higher quality and is more personalized than existing attack meth-
ods. Experimental results on Yelp dataset are in Figure 2. Fourth,
PETGENis highly e�ective in both the white-box setting (when the
attacker has access to the details of the classi�cation model) and the
black-box attack setting (when the attacker does not know anything
about the classi�cation model). Finally, human evaluators rate text
generated byPETGENas being more realistic over text generated by
existing generation-based attack methods.

Overall, our main contributions are:

� New attack setting: To the best of our knowledge, we are
the �rst to investigate the problem of text generation attack
on deep user sequence embedding-based classi�ers, where
adversaries generate a new piece of text added at the end of
post sequence to fool the sequential classi�er.

� Attack model: We createPETGEN, a multi-stage multi-task
personalized text generation model that can generate at-
tack that can e�ectively attack the sequence classi�er and
generate high-quality personalized text.

� E�ectiveness: Extensive experiments on two datasets show
that our methods can outperform �ve strong baselines in
terms of the attack performance. Moreover, our method gen-
erates text with higher quality, both in terms of quanti�able
metrics and as evaluated by human evaluators.

The code and data are at: http://claws.cc.gatech.edu/petgen.

http://claws.cc.gatech.edu/petgen


Notation Description
pC

D UserD's post at timeC
P1:)

D UserD's sequence of past) posts
p̂) ¸ 1

D UserD's generated post at time) ¸ 1
cC
D UserD's context for postpC

D
C1:)

D UserD's sequence of contextscC
D• C2 f1• ”””•)g

bD The target context for userD
~D The ground truth label of userD
G The text generator
F The pre-trained user sequence classi�er

Table 1: Table of notations used in the paper.

2 RELATED WORK
2.1 Deep User Sequence Classi�cation Models
To determine whether a user is malicious or not, existing meth-
ods usually focus on building deep sequence embedding models
to encode the sequential information and use the embedding for
downstream applications [13, 16, 30]. For example, Facebook �rst
creates a temporal embedding from users' sequence of posts, then
predicts users' dynamic embedding when users write a new post,
and �nally uses these embeddings for fake account detection [20].
However, vulnerabilities of these deep user sequence embedding-
based classi�cation models have not been explored. To �ll this gap,
in this work, we �rst introduce a new next post generation attack
on these models and further propose a attack framework to conduct
this attack. Our work reveals the vulnerabilities of these models.

2.2 Sequential Text Classi�cation Models
Many works formulate classi�cation of the sequence of a user's
posts as a sequential text classi�cation [16, 28] or document classi-
�cation problem [28]. In practice, Convolutional Neural Network
(CNN) and RNN are widely utilized to capture the sequential re-
liance between text posts and encode the text features for detec-
tion [16]. However, these sequential text classi�cation models can
be vulnerable to adversarial attacks, which is relatively unexplored.

2.3 Adversarial Text Generation
Generating adversarial text to attack text classi�ers is an important
task due to its contribution to model robustness [29]. These methods
can mainly be grouped into two categories: (1)Modi�cation-based
attacks: these approaches mainly make minor modi�cations to ex-
isting text to generate new text. Modi�cations include changing or
adding characters, words, or phrases [4, 9, 17, 27]. However, these
models have various shortcomings: they are incapable of fully lever-
aging a user's rich history of posts, they can not generate original
content, and their modi�cations can be easily detected by �nding
misspelled words and improperly manipulated sentences [22]. (2)
Generation-based attacks: these methods (e.g., TextGAN [19]) gen-
erate a new piece of text to achieve the attack goal. A recent attack
model called Malcom [15] generates new fake reply comments to
news articles to fool detectors. This model achieves high success
in fooling the detector. However, these attack models have some
shortcomings: they are not designed to leverage a user's rich history
of posts and the generated text is not personalized to the user. To
overcome the above drawbacks of both the generation-based and
modi�cation-based methods, we proposePETGEN, an end-to-end

personalized text generation model that leverages user sequences
to output personalized posts to e�ectively fool classi�ers.

3 PROBLEM DEFINITION
In this section, we formally de�ne our problem as follows:

Preliminaries: We are given# users* = fD1• ”””D# gand a set
of user ground truth labelsY = f~Dg, where~D = 0 means userD
is a benign user and~D = 1 meansDis a malicious user. For each
userD, we are given a sequence of chronologically ordered posts
P1:)

D = f p1
D• ”””•pC

D• ”””•p)
Dg•P1:)

D 2 R) � 3 where pC
D 2 R3 denotes

userD's post at timeCand3 is the number of tokens in the post. Each
post has an associated context, describing the topic, background, or
metadata of the post in detail. So, the sequence of contexts isC1:)

D =
f c1

D• ”””•cC
D• ”””•c)

Dg•C1:)
D 2 R) � 30

where cC
D is the topic context of

postpC
D and30 is the number of tokens in context. We are given

a pre-trained deep user sequence embedding-based classi�cation
modelF , which generates userD's predicated labelF ¹P1:)

D º. Model
F is trained to predictF ¹P1:)

D º = ~D•8D 2 * .
Attacker goal: Given userD's sequence of postsP1:)

D , contexts
C1:)

D , ground truth label~D, and target contextbD, we aim to gen-
erate next post̂p) ¸ 1

D , such thatF ¹»P1:)
D •p̂) ¸ 1

D º¼º= 1 � ~D. Here
»P1:)

D •p̂) ¸ 1
D ¼represents a sequence where the postp̂) ¸ 1

D is concate-
nated at the end of the sequenceP1:)

D . Thus, the goal of the attacker
is to �ip the prediction result of the classi�er on the user's original
post sequence. Our modeling goal is to train a text generatorG
that generates the post̂p) ¸ 1

D using the user's historical posts. Thus,
p̂) ¸ 1

D = G¹P1:)
D •C1:)

D •bDº. We list the symbols in Table 1.

4 METHODOLOGY
4.1 System Overview
In this paper, we propose an end-to-end personalized text genera-
tion system, calledPETGEN, to attack deep user sequence classi�-
cation models. Speci�cally, the input is the user's historical post
sequence, corresponding contexts, the target context, and the pre-
trained user sequence classi�erF . PETGENhas two major modules:
in the �rst module, it leverages the user sequence and target context
to generate sequence-aware contextual text. In the second module,
this text is �ne-tuned using a multi-stage multi-task learning setting
such that it achieves the attack goal of fooling the classi�er, adopts
the user's writing style and ensures relevance to recent posts and
to the target context. The resulting text is the output ofPETGEN,
which can successfully attack the target classi�er. The overview of
the system is shown in Figure 3.

4.2 Sequence-aware Conditional Text
Generator

In this module,PETGENgenerates text on the input target context
given a user's sequence of historical posts and contexts. The goal of
this module is to generate text such that the text incorporates the
user's historical views on the target context, as expressed in the past
posts with contexts similar to the target context. Thus, among all
the posts in the user's sequence, the text generator should give more
importance to posts that are on the same or similar context as the
target context, motivated by multi-document summarization [18].



Figure 3: Overview of the PETGENarchitecture: The sequence-
aware text generator utilizes the sequence of post and con-
text to generate text that maintains the contextual post rel-
evance. Then, the multi-stage multi-task learning module
�ne-tunes the text by di�erent tasks to generate attack text.

Here we treat the text generation process as a conditional lan-
guage model which can leverage additional information [14, 15].
To this end, we propose a conditional text generation model in-
corporating the sequential post relevance through an attention
mechanism, as shown in Figure 4. Speci�cally,G¹P1:)

D •C1:)
D •bDº is

a conditional text generator that outputs next postp̂) ¸ 1
D •by sam-

pling one token in one step. The output is based on (1) the sequence
of postsP1:)

D , (2) the sequence of contextC1:)
D , (3) the target context

bD, (4) previously generated tokens.
We select Relational Memory Recurrent Network (RMRN) as the

basic text generation model6 of G, following previous work [15,19],
as RMRN models have shown remarkable performance in gener-
ating long text posts. Like traditional recurrent networks,6 can
convert each post in the sequence into a post embedding, obtained
by the hidden state of6:

eC
D = 6¹pC

Dº (1)

whereeC
D is the embedding vector of the postpC

D•8C2 1• ” ” ” ).
To generate personalized text that is aware of the user sequence,

we bias the text generator towards historical user posts that are
contextually-relevant to the target context. This will ensure that
the generated text has similar views as what the user has expressed
in the past on the same context [18]. Speci�cally, we create an
attention vector to quantify the contextual importance of each post
in text generation. The attention vector is generated by calculating
the similarity between the target contextbD and each post's context
cC
D. We create a context similarity function� ¹�º to capture the

relationship as:

0C
D = � ¹+42C¹bDº•+42C¹cC

Dºº (2)

where0C
D• C2 f 1• ”””•)gis the resulting attention score of the postpC

D
and it ranges from 0 to 1.+42C¹�º is a function to transfer text into
vector. Following the similar vectorization method in the previous
works [15], we use the Latent Dirichlet Allocation model trained on
the whole text to compute the vector representation. A high value
of 0C

D meanscC
D is highly related to the target contextbD. Thus, the

generated text should be more in�uenced by the corresponding
postpC

D. The attention vector is used to generate a Context-biased

User Sequence Embedding vectorsD as follows:

sD =
Õ

C21•”””•)

4G?¹0C
Dº

Í
C21•”””•)4G?¹0C

Dº
et

u (3)

Thus,sD is a representation of the user sequence which is biased
towards user's historical posts with similar contexts as the target
context.

We usesD in the text generation process to generate personalized
and contextually-relevant text. Speci�cally, we combineBD and the
embedding vector of the generated token by addition to generate
the next token. This ensures that each generated token is user
sequence-aware. Formally, we have:

?̂) ¸ 1
D ¹8¸ 1º  '"'# ¹LayerNorm¹FeedForward¹sDº ¸ Embed¹?̂) ¸ 1

D ¹8ººº
(4)

where Embed is the embedding layer for tokens, FeedFoward is
a feedforward layer to match dimensions during addition, Layer-
Norm is a normalization layer, and̂?) ¸ 1

D ¹8º is a token at step8when
generatingp̂) ¸ 1

D . Note that a post has3 tokens and thus the gen-
eration is done for3 steps. The �rst token is initialized randomly.
As we can see, each token is in�uenced by both the previous token
and context-biased user embedding vector.

Finally, when outputting a token, each token is sequentially
sampled using the conditional probability and the probability of
the whole post can be presented as follows:

?¹p̂) ¸ 1
D jP1:)

D ;C1:)
D ;bD; \ Gº = � ?¹?̂) ¸ 1

D ¹8ºj?̂) ¸ 1
D ¹8� 1º•?̂) ¸ 1

D ¹8� 2º

• ”””•̂?) ¸ 1
D ¹1º;P1:)

D ;C1:)
D ;bDº (5)

where\ G are the parameters ofG. Similar to the training of con-
ditional language model [14, 15], we train G by using Maximal
Likelihood Estimation (MLE) with teacher-forcing and minimize
the loss of negative log-likelihood for all posts based on the corre-
sponding posts and contexts. To optimize the generator, we use the
following objective function:

min
\ G

! � �#
G = �

Õ

D2*

p̂) ¸ 1
D log?¹p̂) ¸ 1

D jP1:)
D ;C1:)

D ;bD• \ Gº (6)

Finally, after training, the generator can output userD's next
post as:

p̂) ¸ 1
D = G¹P1:)

D •C1:)
D •bDº (7)

In our experiments, we use cosine similarity as the context sim-
ilarity function � ¹�º to compute the attention score. Next, when
training the generatorG, we use the last post as¹) ¸ 1º-th post,
the second last as) -th post and so on so forth. Additionally, since
the sampling process is nondi�erentiable, we use Gumbell-softmax
relaxation trick to solve this problem [8, 19].

4.3 Multi-Stage Multi-Task Learning
In this module, the generated text postp̂) ¸ 1

D is modi�ed to make
the text realistic, personalized, and achieve the attack goal. We set
it up as a multi-task learning module, which has four key tasks.

4.3.1 Style Task.The generated post will only be personalized if it
mimics the writing style of the user. This is especially important
when advanced classi�ers, such as those deployed in practice [20],
are equipped with a robust detector that detect posts that are way
too di�erent from the user's previous writing style and the account
is �agged as being malicious. Therefore, keeping the writing style
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