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**Abstract**

The construction of efficient and effective decision trees remains a key topic in machine learning because of their simplicity and flexibility. A lot of heuristic algorithms have been proposed to construct near-optimal decision trees. Most of them, however, are greedy algorithms that have the drawback of obtaining only local optimums. Besides, conventional split criteria they used, e.g., Shannon entropy, Gain Ratio and Gini index, are based on one-term that lack adaptability to different datasets. To address the above issues, we propose a less-greedy two-term Tsallis Entropy Information Metric (TEIM) algorithm with a new split criterion and a new construction method of decision trees. Firstly, the new split criterion is based on two-term Tsallis conditional entropy, which is better than conventional one-term split criteria. Secondly, the new tree construction is based on a two-stage approach that reduces the greediness and avoids local optimum to a certain extent. The TEIM algorithm takes advantages of the generalization ability of two-term Tsallis entropy and the low greediness property of two-stage approach. Experimental results on UCI datasets indicate that, compared with the state-of-the-art decision trees algorithms, the TEIM algorithm yields statistically significantly better decision trees and is more robust to noise.
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1. Introduction

The decision trees method is a non-parametric supervised learning method used for classification and regression. Although the decision trees method has been one of the first machine learning approaches, it remains an actively researched domain in machine learning [1–3]. It is not only simple to understand and interpret, but also offers relatively good results, efficiency and flexibility. The general idea of decision trees is to predict unknown input instances by learning simple decision rules inferred from several known training instances. Decision trees are most commonly induced in the following top-down manner. A given dataset is partitioned into left and right subsets by a split criterion test on attributes. The highest scoring partition which reduces the average uncertainty mostly is selected. Then the dataset is partitioned according to two child nodes, growing the tree by making the node be the parent of the two newly created child nodes. This procedure is applied recursively until some stopping conditions, e.g. maximum tree depth or minimum leaf size, are reached.

Generally speaking, split criterion and construction method of decision trees are two fundamental issues in the induction of decision trees. As for the split criterion, a series of papers have analyzed its importance [4,5]. They demonstrate that different split criteria have a substantial influence on the generalization error of the induced decision trees. Thus, a large number of decision trees induction algorithms have been proposed based on different split criteria. For example, the Iterative Dichotomiser 3 (ID3) algorithm is based on Shannon entropy [6]; the C4.5 algorithm is based on Gain Ratio [7]; while the Classification And Regression Tree (CART) algorithm is based on Gini index [8]. However, among these algorithms, no one algorithm always gets the best results on various datasets. Actually, it reflects one drawback of this kind of split criteria that they lack adaptability to datasets. Numerous alternatives have been proposed for the adaptive entropy estimate [9,10], but their statistical entropy estimates are too complicated to lose the simplicity and comprehensibility of decision trees. Recently, a Tsallis entropy split criterion has been proposed in [11] to unify common split criteria, i.e. Shannon entropy, Gain Ratio and Gini index. Although it provides a new perspective to enhance the performance of decision trees, its split criterion is still one-term and tree complexity is also very large, similar to the above common split criteria.
Meanwhile, the optimal construction of decision trees has been theoretically proven to be NP-complete [12,13]. Consequently, most practical implementations of decision trees use greedy algorithms to grow trees. Such approaches, however, suffer from the flaws of local optimums. Moreover, the greediness also renders decision trees sensitive to the noise of data. Several alternatives have been proposed to overcome the issue. The ID3 algorithm with lookahead technique is presented in [14], but its complexity increases exponentially, as the degree of lookahead grows. Another alternative method to lookahead is the speeding technique [15], but it can only apply to datasets with less than 7 attributes. Evolutionary Algorithms (EAs) are another kinds of alternatives which replace the local search with the global search to escape from the local optimum [16], but their disadvantages are also obvious such as time-consuming computation and a large number of parameters. Dual information metric [17] is another method to reduce greediness, but its classification accuracy is worse than C4.5.

To address the above two issues, we propose a less-greedy two-term Tsallis Entropy Information Metric (TEIM) algorithm with a new split criterion and a new method for constructing decision trees. Generally, Tsallis entropy is used as the split criteria of decision trees in a one-term formula [11,18–21]. The further discussion of the Tsallis entropy split criterion is not presented, and the construction of decision trees is still greedy. As opposed to the traditional use of Tsallis entropy, we design a new split criterion \( M_q \) based on two-term Tsallis entropy rather than one-term, i.e. the summation of two symmetrical Tsallis conditional entropies. We also propose a two-stage approach to make the construction of trees less greedy and the decision trees more robust to noise. As a result, the TEIM algorithm indeed renders smaller decision trees with better performance, which is beneficial for real-time classification support in health-care systems [19,22], attack detection [23], and online classification in Big Data environment [24]. Additionally, its robustness makes it more useful in real world classification problems where noise is unavoidable [25,26]. In summary, the main contributions of the paper are as follows:

- We propose a novel decision tree algorithm, called TEIM, which uses a newly designed two-term split criterion \( M_q \) and a two-stage tree construction approach.
- The new split criterion \( M_q \) is based on Tsallis entropy with two terms, making the decision tree obtain better adaptability to datasets.
- The two-stage based tree construction method takes the influence of previous attributes and class labels into account, which reduces the greediness in decision tree induction, making the decision tree robust to noise.
- Experimental results on real-world datasets demonstrate that TEIM achieves significant performance gain, and has the better adaptability to datasets and the stronger robustness to noise, compared to the state-of-the-art decision tree algorithms.

The rest of this paper is organized as follows. Section 2 presents the background of Tsallis entropy framework. Section 3 describes the proposed TEIM algorithm. Section 4 exhibits experimental results. Section 5 summarizes the work.

2. Tsallis entropy framework

2.1. Tsallis entropy

Tsallis entropy \( S_q(X) \) is one kind of generalization of Shannon entropy adding one more adjustable parameter \( q \) [27], which is defined by:

\[
S_q(X) = \frac{1}{1-q} \left( \sum_{i=1}^{n} p(x_i)^q - 1 \right), \quad q \in \mathbb{R},
\]

where \( X \) is a random variable taking values \( \{x_1, \ldots, x_n\} \) and \( p(x_i) \) is the corresponding probability of \( x_i \). For \( q < 0 \), Tsallis entropy is convex. For \( q = 0 \), Tsallis entropy is non-convex and non-concave. For \( q > 0 \), Tsallis entropy is concave [28].

With respect to Shannon entropy \( H(X) \) proposed in [29], it is a measure of the uncertainty associated with a random variable \( X \):

\[
H(X) = -\sum_{i=1}^{n} p(x_i) \ln p(x_i).
\]

Tsallis entropy converges to Shannon entropy when \( q \to 1 \):

\[
\lim_{q \to 1} S_q(X) = \sum_{i=1}^{n} p(x_i)^q - 1
\]

\[
= -\sum_{i=1}^{n} p(x_i) \ln p(x_i)
= H(X).
\]

Moreover, Tsallis entropy has some properties similar to Shannon entropy. For instance, for \( q > 0 \), \( S_q \) is maximal at the uniform distribution \( p(x_i) = 1/n, i = 1, 2, \ldots, n \). The relation to Shannon entropy can be made clearer by rewriting the definition in the form:

\[
S_q(X) = -\sum_{i=1}^{n} p(x_i)^q \ln_q p(x_i),
\]

where

\[
\ln_q(x) = \frac{x^{1-q} - 1}{1-q}, \quad q \neq 1, x \geq 0
\]

is called the \( q \)-logarithmic function [30]. And when \( q \to 1 \), \( \ln_q(x) \to \ln(x) \).

The reason behind the proposition of Tsallis entropy is to characterize and explain some physical systems that have complex behaviors such as long-range and long-memory interactions [31]. To be specified, data across a variety of domains exhibit a property known as the heavy tail in reality [32]. However, we cannot characterize power-law heavy-tailed distribution through maximizing Shannon entropy subject to normal mean and variance [33,34]. The reason is that Shannon entropy implicitly assumes a certain trade-off between contributions from the tails and the main mass of distribution [35]. It should be worthwhile to control this trade-off explicitly to characterize the power-law heavy-tailed distribution family. Entropy measures that depend on powers of probability, e.g. \( \sum_{i=1}^{n} p(x_i)^q \), can provide such control. Thus, some parameterized entropies have been proposed [27,36]. A well-known generalization of this concept is Tsallis entropy.

More importantly, there is a crucial difference between Shannon entropy and Tsallis entropy, i.e. additivity. For two independent random variables \( X \) and \( Y \), Shannon entropy has the additivity property:

\[
H(X, Y) = H(X) + H(Y),
\]

however, Tsallis entropy \( S_q(X) \) (\( q \neq 1 \)) has the pseudo-additivity (also called \( q \)-additivity) property:

\[
S_q(X, Y) = S_q(X) + S_q(Y) + (1 - q)S_q(X)S_q(Y).
\]

Besides, Tsallis conditional entropy, Tsallis joint entropy and Tsallis mutual information are also derived similarly to Shannon entropy. For the conditional probability \( p(x|y) = p(X = x|Y = y) \) and the joint probability \( p(x, y) = p(X = x, Y = y) \), Tsallis conditional entropy and Tsallis joint entropy [37] are denoted by:

\[
S_q(X|Y) = -\sum_{x,y} p(x, y)^q \ln_q p(x|y), \quad (q \neq 1)
\]
\[ S_q(X, Y) = - \sum_{x,y} p(x,y)^q \ln_q p(x,y). \quad (q \neq 1). \]  

It is remarkable that (8) can be easily reformed by

\[ S_q(X|Y) = \sum_{y} p(y)^q S_q(X|y). \]  

The relation between the conditional entropy and joint entropy is given by:

\[ S_q(X,Y) = S_q(X) + S_q(Y|X). \]  

Tsallis mutual information [38] is defined as the difference between Tsallis entropy and Tsallis conditional entropy:

\[ I_q(X; Y) = S_q(X) - S_q(X|Y). \]  

Moreover, the chain rule of Tsallis mutual information for random variables \( X_1, \ldots, X_n \) and \( Y \) holds:

\[ I_q(X_1, \ldots, X_n; Y) = \sum_{i=1}^n I_q(X_i; Y|X_1, \ldots, X_{i-1}). \]  

The relation between the conditional entropy, joint entropy and mutual information can be derived from (11) and (12):

\[ S_q(Y|X) + S_q(X|Y) = S_q(X, Y) - I_q(X; Y). \]  

2.2. Tsallis entropy criterion

Tsallis entropy criterion unifies Shannon entropy, Gain Ratio and Gini index in a parametric framework [11]. The relations between Tsallis entropy and other split criteria are shown as follows.

Tsallis entropy converges to Shannon entropy for \( q \to 1 \) as shown in (3). Besides, Gini index is exactly a specific case of Tsallis entropy with \( q = 2 \):

\[ \{S_q(X)\}_{q=2} = \frac{1}{1-q} \left( \sum_{i=1}^n p(x_i)^q - 1 \right) \]

\[ = 1 - \sum_{i=1}^n p(x_i)^2 \]

\[ = \text{Gini index}. \]  

As for the Gain Ratio (GR) which adds a normalization factor compared with standard Information Gain based on Shannon entropy, it can be seen that if Shannon entropy is replaced by Tsallis entropy, Gain Ratio is generalized to Tsallis Gain Ratio (Tsallis GR). Similar to (3), Tsallis Gain Ratio also converges to Gain Ratio as \( q \to 1 \):

\[ \lim_{q \to 1} \text{Tsallis GR} = \lim_{q \to 1} \frac{S_q(D) - \frac{|D'|}{|D|} S_q(D') - \frac{|D''|}{|D|} S_q(D'')} {S_q\left( \frac{|D'|}{|D|}, \frac{|D''|}{|D|} \right)} \]

\[ = H(D) - \frac{|D'|}{|D|} H(D') - \frac{|D''|}{|D|} H(D'') \]

\[ = \text{Gain Ratio (GR)}. \]  

where \( D' \) and \( D'' \) are two child subsets if \( D \) is split in a binary manner.

In summary, Tsallis entropy unifies three kinds of split criteria, e.g. Shannon entropy, Gain Ratio and Gini index, and generalizes the split criterion of decision trees. Besides, the parameter \( q \) enables the adaptability and flexibility of Tsallis entropy criterion. More importantly, Tsallis entropy provides a new approach to enhance the performance of decision trees through a tunable parameter \( q \) in a unified framework.

3. Tsallis Entropy Information Metric (TEIM) algorithm

In this section, we describe the proposed Tsallis Entropy Information Metric (TEIM) algorithm with a new split criterion and a new construction method of decision trees.

3.1. Problem statement

Given a dataset \( D_n \) with \( n \) instances, each instance \((X, Y)\) has attributes \( A_j \) \((j \in \{1, 2, \ldots, d\})\) and class label \( Y \in \{1, 2, \ldots, K\}\). The training and predicting procedure of decision trees, from a perspective of information theory, is the procedure of maximizing the mutual information between the selected attributes and the corresponding class label [9]. The mutual information \( I_q(A_1, A_2, \ldots, A_d; Y) \) between a list of attributes \( A_j(j=1, 2, \ldots, d) \) and the corresponding class label \( Y \) can be formulated in the chain role of conditional mutual information. According to (13) and (12), we can obtain:

\[ I_q(A_1, A_2, \ldots, A_d; Y) = \sum_{j=1}^d I_q(A_j; Y|A_{j-1}, \ldots, A_1) = \sum_{j=1}^d S_q(A_j|A_{j-1}, \ldots, A_1) \]  

\[ - \sum_{j=1}^d S_q(A_j|A_{j-1}, \ldots, A_1, Y). \]  

The above equation provides a new perspective to comprehend the attribute selection procedure in the construction of decision trees. The first term of (17), i.e. \( S_q(A_1|A_{j-1}, \ldots, A_1) \), represents the Tsallis conditional entropy of the \( j \)th attribute given the former \( j-1 \) attributes. It can be viewed as a measure of the orthogonality among the attributes independently on the class label. The second term of (17), i.e. \( S_q(A_j|A_{j-1}, \ldots, A_1, Y) \), represents the Tsallis conditional entropy of the \( j \)th attribute given the former \( j-1 \) attributes and the class label \( Y \). It can be considered as a measure of the uncertainty in each attribute about the class label, given the preselected attributes.

Since Tsallis entropy is non-negative, in order to maximize the mutual information, one needs to maximize the first summation term and minimize the second summation term at the same time according to (17). Inspired by this, we get the idea of a two-stage approach in the TEIM algorithm. However, before that, we need to establish a metric to measure the relations between attributes and class labels.

3.2. The two-term information metric \( M_q \)

One key issue in the procedure of decision tree induction is the split criterion. At every step, the decision tree chooses one pair of attribute and cutting point which makes the maximal impurity decrease to split the data and grow the tree. Therefore, the pair of attribute and cutting point chosen to split significantly affects the structure of decision trees and further influences the classification performance.

Compared with one-term formula of Tsallis entropy criterion in [11], we propose a new information metric \( M_q \) in a two-term formula, i.e. the summation of two symmetrical Tsallis conditional entropies. The metric \( M_q \) between attribute \( A \) and class label \( Y \) is defined as follows:

\[ M_q(A, Y) = S_q(Y|A) + S_q(A|Y). \]  

where \( S_q \) is Tsallis entropy and the parameter \( q \) can be adjusted for datasets. \( S_q \) degenerates to \( H \) (Shannon entropy) when \( q = 1 \). From the definition, we can conclude that in order to obtain maximal impurity decrease one need to minimize the \( M_q \) between attributes.
and class labels. Besides, it is important to note that $M_q$ follows the required mathematical properties of a metric [39], namely:

For $q > 0$, $M_q$ satisfies: $(E, F, G$ are random variables)

\[
\begin{align*}
M_q(E, F) & = 0 \text{ iff } E = F \\
M_q(E, F) & = M_q(F, E) \\
M_q(E, G) & \leq M_q(E, F) + M_q(F, G)
\end{align*}
\]  

(19)

$M_q$ has a symmetrical formula, i.e., the summation of two Tsallis conditional entropies. Unlike other split criteria of decision trees, $M_q$ takes into account two terms for attribute selection. The logic behind this is less explicit, but can be well understood through the small illustrative example in Table 1. Let us look at the following six instances dataset that consists of two input attributes, $A_1$ and $A_2$, $A_1$ has 6 values; $A_2$ has 2 values; and class label $Y$ has 2 values. To simplify, we assume $q = 1$. Then $S_q$ converges to $H$. Consequently, attribute $A_1$ or $A_2$ can classify the class completely, so $H(Y|A_1) = 0$ and $H(Y|A_2) = 0$, however, attributes $A_1$ and $A_2$ are not identified. $A_1$ partitions the dataset into six subsets while $A_2$ partitions the dataset into two subsets. The difference is reflected in the second conditional entropy of $M_q$, $H(A_1|Y) = 1.58$ and $H(A_2|Y) = 0$. In aiming to minimize $M_q$, one prefers attribute $A_2$ to $A_1$, and yet, for a binary split, attribute $A_2$ only needs one split to classify the dataset completely, while attribute $A_1$ requires multiple splits. In terms of tree complexity, attribute $A_2$ is decidedly better than $A_1$.

The popular algorithms for decision trees, such as ID3 or TEC [11], take into account the uncertainty $S_q(Y|A_j)$ in the class label $Y$ following the selection of attribute $A_j$. That is to say, they only consider the first term $S_q(Y|A_j)$ in $M_q$. Note from (18) that our proposed metric $M_q$ considers both $S_q(Y|A_j)$ and $S_q(A_j|Y)$. In the above example, ID3 randomly chooses the attribute $A_1$ or $A_2$ to split, while $M_q$ chooses $A_2$. The example in Table 1 shows that $M_q$ with its two-term formula performs better than the original one-term split criteria. This is because that $M_q$ prefers to choose fewer, but more efficient attributes, that partition the dataset as closely as possible to the class while avoiding unnecessary splits.

3.3 The two-stage based tree construction

Although the optimal induction of decision trees is NP-complete, the efficient construction of near-optimal decision trees remains an open issue. Inspired by the two-term spirits of Tsallis mutual information in (17), we propose a two-stage approach for efficient construction of decision trees.

As stated in the Section 3.2, $M_q$ is a metric to measure the distance between random variables. The two-stage approach is a maximal-orthogonality-maximal-relevance method for tree construction using $M_q$ criterion. Maximal-orthogonality refers to the maximal orthogonality between the attributes and maximal-relevance refers to the maximal relevance between the attributes and class labels. That is to say, in the procedure of attribute selection, the two-stage approach takes into consideration not only the immediate contributions to the classification but also the previous potential effects of attributes. Assuming the previous one step selected attribute is $A_0$ and the current to be selected attribute is $A_u$, the object of the two-stage approach is to select the best attribute $A_u$ which minimizes $L(A_u)$:

\[
L(A_u) = M_q(A_u, Y) - M_q(A_u, A_u)
= S_q(A_u|Y) + S_q(Y|A_u) - S_q(A_u|A_u) - S_q(A_u|A_u).
\]

(20)

In order to minimize $L(A_u)$, we need to minimize the first term $M_q(A_u, Y)$ and maximize the second term $M_q(A_u, A_u)$, because $M_q$ is non-negative. Minimizing $M_q(A_u, Y)$ is synonymous to maximizing the relevance between the currently selected attribute and class label. The higher of the relevance between attributes and class labels, the more information on class labels that attributes can provide. And, maximizing $M_q(A_u, A_u)$ is identical to maximizing the orthogonality between the currently selected attribute $A_u$ and the previous one step selected attribute $A_0$. Greater orthogonality among attributes means that the two-stage approach chooses fewer redundant but more efficient attributes to construct decision trees. In summary, the two-stage approach prefers the attribute $A_u$ which has the maximal orthogonality to the previous attribute $A_0$ and maximal relevance to the class label $Y$ at the same time.

To be specific, given a dataset $D_n$ with $n$ instances, each instance $(X, Y)$ has attributes $A_j$ ($j \in \{1,2, \ldots, d\}$) and class label $Y \in \{1,2, \ldots,K\}$. For each tree node, we search for every possible pair of attribute and cutting point to choose the optimal attribute and cutting point to grow the tree in a binary split manner. For an attribute $A_j$, we obtain

\[
L(A_j(C_j)) = S_q(A_j(C_j)|Y) + S_q(Y|A_j(C_j)) - S_q(A_j(C_j)|A_j(C_j)) - S_q(A_j(C_j)|A_j(C_j)).
\]

(21)

where $A_j(C_j)$ denotes the candidate pair of attribute as well as cutting point to be selected and $A_j(C_j)$ is the previously selected pair. Assuming $D$ is the dataset belonging to one node to be partitioned, and then $D'$ and $D''$ are two child nodes that would be created if $D$ is partitioned by $A_j(C_j)$. The pair of attribute $A_j$ as well as cutting point $C_j$ which minimizes $L(A_j(C_j))$ is chosen to construct the tree.

The above procedure is applied recursively until some stopping conditions are reached. The stopping conditions consist of three principles: (i) The classification is achieved in a subset. (ii) No attributes are left for selection. (iii) The cardinality of a subset is lower than the predefined threshold.

Once the tree has been trained by the data as a classifier $g_n$, it can be used to predict for new unlabeled instances. The decision tree makes the prediction in a majority vote manner. For the unlabeled instance $x$, the probability of each class $k \in \{1,2, \ldots,K\}$ is

\[
\eta^{(k)}(x) = \frac{1}{N(A_n(x))} \sum_{(X,Y) \in A_n(x)} I(Y = k),
\]

(22)

where $A_n(x)$ denotes the leaf containing $x$ and $N(A_n(x))$ denotes the number of instances in $A_n(x)$. $I(e)$ is the indicator function that takes 1 if $e$ is true and 0 for other cases. Then the tree prediction $\hat{y}$ is the class that maximizes this value:

\[
\hat{y} = g_n(x) = \arg \max_k [\eta^{(k)}(x)].
\]

(23)

3.4 TEIM algorithm

Here, we summarize our proposed Tsallis Entropy Information Metric (TEIM) algorithm in a pseudo-code format in Algorithm 1.

Taking the influence of previous attributes and class labels into account, the TEIM algorithm with a two-stage approach indeed reduces the greediness in the induction of decision trees. Besides, the TEIM algorithm adopts a better two-term criterion $M_q$ than original one-term Tsallis entropy criterion. Moreover, the parameter $q$ in $M_q$ can be tuned depending on datasets for better adaptability and flexibility. Thus, the TEIM algorithm enables constructing decision trees with better adaptability, robustness and performance.

Table 1
Illustration example for $M_q$.

<table>
<thead>
<tr>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>*</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
Algorithm 1 TEIM algorithm.

1: **Input:** Data \( D_n \), Attributes \( A \in \mathbb{R}^d \), Class \( Y \)
2: **Output:** A decision tree
3: Initialize \( A_0(C_0) = \arg\min_{\mathcal{M}_q} \mathcal{M}_q(A_j, Y), A_j \in A \)
4: while not satisfying the stop condition do
5: \hspace{1em} for each attribute \( A_j \) do
6: \hspace{2em} \( S \leftarrow \text{domain}(A_j) \)
7: \hspace{2em} // \( S \) is the candidate cutting point set of \( A_j \)
8: \hspace{2em} \( \mathcal{C}_j \) is one cutting point in the set \( S \)
9: \hspace{2em} for each \( C_i \in S \) do
10: \hspace{3em} \( D' = \{ X \in D | A_j(X) \leq C_i \} \)
11: \hspace{3em} \( D'' = \{ X \in D | A_j(X) > C_i \} \)
12: \hspace{3em} // \( (X, Y) \) is one instance in the node \( D \)
13: \hspace{3em} // \( D', D'' \) are the two child nodes
14: \hspace{3em} Compute \( L(A_j(C_i)) \) according to (21)
15: \hspace{2em} end for
16: \hspace{2em} end for
17: \( A_0(C_0) \leftarrow \arg\min L(A_j(C_i)) \)
18: \( A_0(C_0) \) is the best pair of split attribute and cutting point
19: Grow the tree using \( A_0(C_0) \) and partition the data using the binary split
20: \( A_0(C_0) \leftarrow A_0(C_0) \)
21: Go to line 4 for \( D' \) and \( D'' \)
22: // Recursively repeat the procedure and the stop condition is presented in Section 3.3
23: end while
24: Return A decision tree
25: // Tree is built by nodes from the root to the leaf

4. Experiments

This section is divided into three parts to evaluate the proposed TEIM algorithm. The first one is to present the influence of parameter \( q \) in \( M_q \). The second one is to exhibit the performance enhancement of TEIM algorithm. The third one is to demonstrate the robustness of TEIM algorithm to noise.

4.1. Evaluation metric

In order to quantitatively compare the trees obtained by different methods, we employ Accuracy (ACC) and Area Under the ROC Curve (AUC) to evaluate the effectiveness of the tree. The ACC, calculated by the percentage of successful predictions, has been well used on domain specific problems, such as graph mining [40–42]. In addition to the accuracy, some data mining applications also require accurate rankings, so we also collect the AUC in our experiments.

\[
\text{ACC} = \frac{1}{N(D)} \sum_{(X,Y) \in D} \mathbb{I}(Y = g_n(X)),
\]

where \( D \) is the test data and \( N(D) \) is the number of instance in \( D \), \( \mathbb{I}(e) \) is the indicator function that takes 1 if \( e \) is true and 0 for other cases. Besides, \( g_n \) is the decision tree classifier.

The extension of the standard two-class ROC for multi-class problems [43,44] is denoted by:

\[
\text{AUC} = \frac{2}{K(K-1)} \sum_{(k_i, k_j)} \text{AUC}(k_i, k_j),
\]

where \( K \) is the number of classes and \( \text{AUC}(k_i, k_j) \) is the area under the two-class ROC curve involving the classes \( k_i \) and \( k_j \). As for the measure of the tree complexity, we employ the total number of the tree nodes (Nodes).

4.2. Datasets

As shown in Table 2, the 14 UCI datasets [45] are used to evaluate the proposed algorithm. These datasets are ranked by the number of instances. Note that the number of instances, attributes and classes are varied, and are sufficiently representative to demonstrate the performance of TEIM.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Instances</th>
<th>Attributes</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hayes</td>
<td>160</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>Glass</td>
<td>214</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Haberman</td>
<td>306</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Monks</td>
<td>432</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Scale</td>
<td>625</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Vehicle</td>
<td>946</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>Cmc</td>
<td>1,473</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Yeast</td>
<td>1,484</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Car</td>
<td>1,728</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Image</td>
<td>2,330</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>Chess</td>
<td>3,196</td>
<td>36</td>
<td>2</td>
</tr>
<tr>
<td>EEG</td>
<td>14,980</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>Letter</td>
<td>20,000</td>
<td>16</td>
<td>26</td>
</tr>
</tbody>
</table>

4.3. The influence of parameter \( q \) in TEIM

As illustrated in Section 3.2, \( M_q \) is defined in a two-term formula, i.e. the summation of two Tsallis conditional entropies. The parameter \( q \) in Tsallis entropy can be tuned for datasets, which enables the adaptability and flexibility of \( M_q \). In the following, we will see the influence of \( q \) in the classification accuracy (ACC), area under the ROC curve (AUC) and tree complexity (Nodes).

The TEIM algorithm of decision trees is implemented in Python. To exhibit the influence of \( q \) roundly, we traverse the parameter \( q \) in a step of 0.1 in the range \([0.1, 10.0]\). For each selected \( q \), we perform a 10 times 10-fold cross-validation to evaluate the performance. Besides, the minimum leaf size is set to 5 to avoid overfitting.

Figs. 1–4 give intuitive exhibitions of the influence of different values of \( q \) in \( M_q \) on Wine (178 Instances, 13 Attributes), Yeast (1484 Instances, 8 Attributes), Car (1728 Instances, 6 Attributes) and EEG (14980 Instances, 15 Attributes) datasets, respectively. We can see that ACC, AUC and Nodes are all sensitive to the change of \( q \). Most importantly, our proposed TEIM decision tree can obtain high ACC, high AUC and low Nodes at the same time (e.g. \( q \) in [5.1, 6.2] for Wine dataset, [0.5, 2.1] for Yeast dataset, [1.0, 2.0] for Car dataset, and [5.5, 6.1] for EEG dataset). In summary, experimental results show that the parameter \( q \) indeed has an effect on the classification accuracy, area under the ROC curve and tree complexity. Moreover, we can achieve different goals through selecting different \( q \), e.g. highest accuracy or lowest complexity or trade-off, which also reflects the adaptability and flexibility of the TEIM algorithm.

4.4. The TEIM performance analysis

The TEIM algorithm combines advantages of the two-term Tsallis information metric \( M_q \) and two-stage tree construction, which can enhance the performance and reduce the greediness in the construction of decision trees. Thus, we conduct a series of experiments on datasets in Table 2 to test the performance of the proposed TEIM algorithm.

With respect to the algorithms for comparison, we choose two categories of decision tree algorithms based on one-term and two-term split criterion respectively. The one-term algorithms include
the state-of-the-art decision trees with Tsallis entropy (TE) and Tsallis Gain Ratio (TGR) criteria in [11] which have been shown to achieve better performance than ID3, C4.5 and CART. For two-term algorithms, we replace Tsallis entropy in TEIM with Shannon entropy (SEIM) and Renyi entropy (REIM) as baselines.

All the above decision trees algorithms are implemented in Python. In each dataset, we do a grid search using 10-fold cross-validation to determine the values of $q$ and the value of $\alpha$ parametrizing Renyi entropy in REIM. Maybe the optimal $q$ for TE, TGR or $M_q$ is different, but for the fair comparison, we adopt the same $q$, e.g. optimal $q$ for $M_q$. Besides, the minimum leaf size is set to 5 to avoid overfitting.

Tables 3–6 report the comparisons of TEIM against other decision tree algorithms on various datasets. Firstly, in ACC as well as AUC, as shown in Tables 3 and 4, on each dataset, the best performance is in boldface, and the statistical significance analysis is also conducted, marked by “*”. We can see that TEIM outperforms TE, TGR, SEIM and REIM almost on all datasets. It is worth men-

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Classification accuracy (ACC) of different decision tree algorithms on different datasets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>TE</td>
</tr>
<tr>
<td>Hayes</td>
<td>82.3 *</td>
</tr>
<tr>
<td>Wine</td>
<td>93.1 *</td>
</tr>
<tr>
<td>Glass</td>
<td>60.6</td>
</tr>
<tr>
<td>Harberman</td>
<td>74.2 *</td>
</tr>
<tr>
<td>Monks</td>
<td>57.3</td>
</tr>
<tr>
<td>Scale</td>
<td>78.2</td>
</tr>
<tr>
<td>Vehicle</td>
<td>73.8</td>
</tr>
<tr>
<td>Cmc</td>
<td>52.0</td>
</tr>
<tr>
<td>Yeast</td>
<td>56.9</td>
</tr>
<tr>
<td>Car</td>
<td>98.3</td>
</tr>
<tr>
<td>Image</td>
<td>95.6</td>
</tr>
<tr>
<td>Chess</td>
<td>92.8</td>
</tr>
<tr>
<td>EEG</td>
<td>50.7</td>
</tr>
<tr>
<td>Letter</td>
<td>86.1</td>
</tr>
</tbody>
</table>

* TEIM is significantly better at the 0.05 significance level.
Table 4
Area Under the ROC Curve (AUC) of different decision tree algorithms on different datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TE</th>
<th>TGR</th>
<th>SEIM</th>
<th>REIM</th>
<th>TEIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hayes</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.966</td>
<td>0.967</td>
</tr>
<tr>
<td>Wine</td>
<td>0.968</td>
<td>0.962</td>
<td>0.965</td>
<td>0.973</td>
<td>0.985</td>
</tr>
<tr>
<td>Glass</td>
<td>0.813</td>
<td>0.808</td>
<td>0.827</td>
<td>0.835</td>
<td>0.854</td>
</tr>
<tr>
<td>Harberman</td>
<td>0.640</td>
<td>0.646</td>
<td>0.653</td>
<td>0.661</td>
<td>0.677</td>
</tr>
<tr>
<td>Monks</td>
<td>0.598</td>
<td>0.597</td>
<td>0.610</td>
<td>0.620</td>
<td>0.641</td>
</tr>
<tr>
<td>Scale</td>
<td>0.820</td>
<td>0.812</td>
<td>0.826</td>
<td>0.840</td>
<td>0.865</td>
</tr>
<tr>
<td>Vehicle</td>
<td>0.863</td>
<td>0.855</td>
<td>0.857</td>
<td>0.871</td>
<td>0.877</td>
</tr>
<tr>
<td>Cmc</td>
<td>0.679</td>
<td>0.671</td>
<td>0.683</td>
<td>0.690</td>
<td>0.701</td>
</tr>
<tr>
<td>Yeast</td>
<td>0.800</td>
<td>0.753</td>
<td>0.790</td>
<td>0.812</td>
<td>0.823</td>
</tr>
<tr>
<td>Car</td>
<td>0.993</td>
<td>0.992</td>
<td>0.991</td>
<td>0.994</td>
<td>0.995</td>
</tr>
<tr>
<td>Image</td>
<td>0.968</td>
<td>0.966</td>
<td>0.968</td>
<td>0.974</td>
<td>0.979</td>
</tr>
<tr>
<td>Chess</td>
<td>0.996</td>
<td>0.994</td>
<td>0.997</td>
<td>0.997</td>
<td>0.997</td>
</tr>
<tr>
<td>EGG</td>
<td>0.891</td>
<td>0.888</td>
<td>0.899</td>
<td>0.895</td>
<td>0.896</td>
</tr>
<tr>
<td>Letter</td>
<td>0.948</td>
<td>0.945</td>
<td>0.947</td>
<td>0.949</td>
<td>0.951</td>
</tr>
</tbody>
</table>

- TEIM is significantly better at 0.05 significance level.

Table 5
Tree complexity (Nodes) of different decision tree algorithms on different datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TE</th>
<th>TGR</th>
<th>SEIM</th>
<th>REIM</th>
<th>TEIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hayes</td>
<td>19.5</td>
<td>19.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wine</td>
<td>9.6</td>
<td>9.2</td>
<td>10.0</td>
<td>9.4</td>
<td>8.8</td>
</tr>
<tr>
<td>Glass</td>
<td>52.6</td>
<td>51.5</td>
<td>44.2</td>
<td>44.8</td>
<td>27.6</td>
</tr>
<tr>
<td>Harberman</td>
<td>33.2</td>
<td>31.0</td>
<td>33.0</td>
<td>34.9</td>
<td>26.0</td>
</tr>
<tr>
<td>Monks</td>
<td>89.6</td>
<td>88.0</td>
<td>87.2</td>
<td>86.7</td>
<td>84.8</td>
</tr>
<tr>
<td>Scale</td>
<td>104.6</td>
<td>99.6</td>
<td>98.5</td>
<td>95.7</td>
<td>92.7</td>
</tr>
<tr>
<td>Vehicle</td>
<td>111.0</td>
<td>135.7</td>
<td>107.6</td>
<td>103.0</td>
<td>80.2</td>
</tr>
<tr>
<td>Cmc</td>
<td>264.2</td>
<td>242.1</td>
<td>227.3</td>
<td>162.7</td>
<td>72.8</td>
</tr>
<tr>
<td>Yeast</td>
<td>195.8</td>
<td>197.1</td>
<td>156.2</td>
<td>139.5</td>
<td>94.0</td>
</tr>
<tr>
<td>Car</td>
<td>106.2</td>
<td>106.6</td>
<td>103.6</td>
<td>102.1</td>
<td>100.0</td>
</tr>
<tr>
<td>Image</td>
<td>90.9</td>
<td>84.4</td>
<td>84.8</td>
<td>84.0</td>
<td>83.3</td>
</tr>
<tr>
<td>Chess</td>
<td>59.8</td>
<td>56.0</td>
<td>54.2</td>
<td>58.6</td>
<td>57.7</td>
</tr>
<tr>
<td>EGG</td>
<td>1200.3</td>
<td>1072.9</td>
<td>1062.0</td>
<td>1041.7</td>
<td>1038.8</td>
</tr>
<tr>
<td>Letter</td>
<td>3033.3</td>
<td>2895.8</td>
<td>2958.3</td>
<td>2868.7</td>
<td>2812.5</td>
</tr>
</tbody>
</table>

- TEIM constructs significantly smaller tree at the 0.05 significance level.
- TEIM constructs significantly bigger tree at the 0.05 significance level.

Table 6
Running time (ms) of different decision tree algorithms on different datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TE</th>
<th>TGR</th>
<th>SEIM</th>
<th>REIM</th>
<th>TEIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hayes</td>
<td>3.98</td>
<td>4.00</td>
<td>4.51</td>
<td>4.60</td>
<td>4.60</td>
</tr>
<tr>
<td>Glass</td>
<td>12.87</td>
<td>12.85</td>
<td>12.70</td>
<td>13.00</td>
<td>12.87</td>
</tr>
<tr>
<td>Harberman</td>
<td>6.19</td>
<td>6.52</td>
<td>7.34</td>
<td>8.05</td>
<td>9.12</td>
</tr>
<tr>
<td>Monks</td>
<td>6.14</td>
<td>6.20</td>
<td>7.50</td>
<td>7.23</td>
<td>6.84</td>
</tr>
<tr>
<td>Scale</td>
<td>7.28</td>
<td>7.21</td>
<td>8.62</td>
<td>8.37</td>
<td>8.03</td>
</tr>
<tr>
<td>Vehicle</td>
<td>237.13</td>
<td>290.31</td>
<td>261.35</td>
<td>255.72</td>
<td>246.53</td>
</tr>
<tr>
<td>Cmc</td>
<td>30.23</td>
<td>28.14</td>
<td>100.65</td>
<td>80.76</td>
<td>53.53</td>
</tr>
<tr>
<td>Yeast</td>
<td>87.75</td>
<td>89.32</td>
<td>139.99</td>
<td>91.50</td>
<td>89.62</td>
</tr>
<tr>
<td>Car</td>
<td>12.94</td>
<td>14.05</td>
<td>25.25</td>
<td>24.88</td>
<td>24.37</td>
</tr>
<tr>
<td>Image</td>
<td>496.27</td>
<td>467.39</td>
<td>641.67</td>
<td>649.78</td>
<td>644.37</td>
</tr>
<tr>
<td>Chess</td>
<td>49.96</td>
<td>46.85</td>
<td>72.45</td>
<td>78.33</td>
<td>78.27</td>
</tr>
<tr>
<td>EGG</td>
<td>2043.52</td>
<td>1827.08</td>
<td>2620.81</td>
<td>2660.92</td>
<td>2652.42</td>
</tr>
<tr>
<td>Letter</td>
<td>4535.23</td>
<td>4329.65</td>
<td>5750.02</td>
<td>5751.90</td>
<td>5466.63</td>
</tr>
</tbody>
</table>

- TEIM constructs significantly smaller tree at 0.05 significance level.
- TEIM constructs significantly bigger tree at the 0.05 significance level.

*Note: TGR is a two-term based algorithm.*

In conclusion, the TEIM algorithm utilizes the two-term based Tsallis entropy split criterion and the two-stage based tree construction to enhance the performance as well as reduce the greediness. The TEIM algorithm can construct smaller trees while maintaining higher classification performance.

4.5. The robustness analysis with respect to noise

As noted above, the two-stage approach in TEIM algorithm reduces the greediness in the construction of decision trees, which makes the TEIM algorithm avoid the local optimum to a certain
extent. That is to say, the two-stage approach in TEIM algorithm is not only beneficial for the promotion of performance but also for the robustness to noise. In this part, we evaluate the TEIM algorithm with respect to the robustness of classification when attributes are noised.

The decision trees share the same parameters in Section 4.4. The only difference lies in the datasets which are noised manually. In order to corrupt each attribute $A_i$ with a noise level of $\beta_\delta$, the $\%$ of the instances in the dataset are chosen approximately and every value of $A_i$ in these instances is assigned a random value between the minimum and maximum values of that attribute, following a uniform distribution. The noised datasets are supported by KEEL [47,48] and we choose the scheme of noisy training-clean test. A 10 times 10-fold cross-validation is also carried out to evaluate the performance.

The classification accuracy of different algorithms at different noise level is illustrated in Fig. 5. It is natural that the classification accuracy decreases as the noise level increases. At the same noise level, TEIM still achieves the highest accuracy. Moreover, at the same accuracy, e.g. around 93.0% on Wine dataset, TE, TGR and SEIM need almost no noise environment; REIM can bear about 5% level of noise; while TEIM can bear almost 10% level of noise. The results show that, compared with TE, TGR, SEIM and REIM algorithms, TEIM algorithm is more robust to noise. It is an appealing characteristic of the proposed TEIM algorithm in the real world where noise is common in datasets.

5. Conclusions

In this paper, we address two fundamental issues of decision trees, i.e. the split criterion and tree construction. We define a new two-term based split criterion $M_H$ with the summation of two Tsallis conditional entropies, and propose a new construction method of decision trees with the two-stage approach inspired by Tsallis mutual information. Combining all the strengths of Tsallis entropy, $M_H$ and two-stage method together, a less greedy two-term based decision tree algorithm, i.e. Tsallis Entropy Information Metric (TEIM) algorithm, is proposed. Empirically, the TEIM algorithm promotes the performance of decision trees in accuracy, area under the ROC curve and tree complexity. Besides, the TEIM algorithm has the better adaptability to datasets and stronger robustness to noise, compared with the state-of-the-art decision trees algorithms.
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