Erratum and more findings about “Learning distance metric for regression by semi-definite programming with application to human age estimation”
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It was brought to our attention that there is inconsistency in Table 2 and Figure 8 in our ACM MM paper (Bo Xiao, Xiaokang Yang, Yi Xu, and Hongyuan Zha. Learning distance metric for regression by semi-definite programming with application to human age estimation. ACM Multimedia 2009: 451-460). We now correct the inconsistency and give more findings. While we put this initial erratum online, we are in the process of contacting ACM for formal erratum.
Since the training process involves random sampling, we did more experiments in FG-NET database. For p=0.4, the values of Mean Absolute Error (MAE) on 3 complete age estimation work are 4.93, 5.01 and 5.31 separately, and the average of them is 5.09. We correct Table 1, Table 2 and Figure 8 accordingly. We are running more experiments, and more results will be given in the formal erratum for ACM.

Table 1: MAE comparisons of different algorithms

	Reference
	Methods
	MAE


	[11]
	MLPs
	6.98

	[11]
	QM
	6.55

	[13]
	AGES
	6.77

	[12]
	KAGES
	6.18

	[34]
	RUN1
	5.78

	[35]
	RUN2
	5.33

	[16]
	LARR
	5.07

	Ours
	mkNN
	5.09


Table 2: MAEs over different age ranges on FG-NET Database wrt kNN in different metrics.
	Range
	Percentage
	mkNN
	Pure kNN


	00-09
	37.0%
	2.40
	5.86

	10-19
	33.8%
	3.66
	2.77

	20-29
	14.4%
	4.76
	5.51

	30-39
	7.9%
	10.76
	14.32

	40-49
	4.6%
	16.34
	23.31

	50-59
	1.5%
	25.20
	32.41

	60-69
	0.8%
	37.64
	43.54

	Average
	5.09
	6.93
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Figure 8: Cummulative scores of our algorithm at error levels from 0 to 15 (years)

During the double-checking, we tried another settings of p=0.3 and the results are 4.96 and 5.27 respectively (with mean of 5.12). Through these more experiments, we found an interesting phenomenon, i.e., the result of mkNN is insensitive to the value of ‘k’ compared to pure kNN. We use one case of p=0.3 as an example to illustrate the performance of MAE with different value of k, which is shown in Fig. 11. It can be found that the MAE of mkNN is nearly the same when k grows from 10 to 50. However, the MAE of pure kNN grows about 0.5 in this case. On the other hand, even the worst case of mkNN is still better than the best case of pure kNN.
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Figure 11: The MAE with different value of k

Conclusions

We corrected the inconsistency in our ACM MM paper. It can be concluded that the kNN regressor based on the proposed learned metric is still quite competitive (and sometimes even superior) in terms of accuracy when compared with the state-of-the-art human age estimation approaches. The interesting findings are that the accuracy of the kNN regressor based on the proposed learned metric is insensitive to the value of ‘k’ compared to pure kNN. 
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